Kristian Klausen

Coordinated Control of Multirotors for Suspended Load Transportation and Fixed-Wing Net Recovery

Thesis for the degree of Philosophiae Doctor
Trondheim, June 2017

Norwegian University of Science and Technology
Faculty of Information Technology and Electrical Engineering
Department of Engineering Cybernetics
in memory of Mr. Orange
Summary

As the core technology behind Unmanned Aerial Vehicles (UAVs) have matured, there have been a surge of increased interest for these vehicles over the past years. UAVs have the potential to become a ubiquitous tool for surveillance, remote sensing, inspection, asset and sea monitoring, search and rescue and many other areas. Different types of UAVs are used; fixed-wing UAVs look like an aircraft, and have long range and high endurance, usually measured in hours. They do, however, usually require special equipment and areas to perform takeoff and landing. Unlike fixed-wing UAVs, multirotor UAVs can produce lift straight upwards, and are thus able to hover in-air, and takeoff and land practically anywhere. Nevertheless, as multirotors must produce all lift from its motors and propellers, they have severely less range, with a typical flight-time of 30 minutes.

Multirotor UAVs are mostly used for short-range operations which benefit from their ability to hover. Typical use-cases are inspection, aerial photography and situational overview and surveillance of smaller areas. These are all examples of using the UAV as a remote sensing platform, where the on-board control system ensures the integrity of the UAV alone.

This monograph is motivated by the desire to enable multirotor UAVs to interact with the environment in the form of a suspended payload. This is useful for package delivery applications, sensor placement in remote areas such as on icebergs, and autonomous mine-localization.

Both single and multiple UAVs cooperatively transporting the same load for increased endurance are considered.

In addition, a novel recovery concept for fixed-wing UAVs are presented. By suspending a net below two cooperating multirotors, fixed-wing UAV operations can be performed in situations where landing was previously a challenge, such as ship-based operations and confined rural or forested areas.

Chapter 2 gives an overview of the platform developed for the experimental trials conducted in this work. The chapter gives an introduction to the various hardware components and software tools used. The multirotor platform is designed for outdoor usage, and is a hexacopter type platform weighing 2.2 kg, equipped with an autopilot, an on-board computer, precise satellite navigation systems and sensors specifically designed for payload transportation.

Chapter 3 considers a single multirotor carrying a suspended load. After giving an overview of related work, dynamic modeling of the interconnected multirotor-suspended load system is performed using Kane’s equations. Based on this model, a nonlinear controller is designed, to guarantee trajectory tracking of the multirotor
UAV while being subjected to disturbances from the motion of the suspended load. To minimize the swing of the load, an open loop and a closed loop approach is considered, and combined to achieve robust swing reduction. The proposed controller is verified by numerical simulations and experimental trials.

Chapter 4 introduces multi-lift operations, which is the topic for the rest of the monograph. After an overview of the related work, an introduction to modeling and the complex dynamic coupling that occurs when multiple UAVs are transporting the same payload is given. It is illustrated how any motion of any of the UAVs has a direct influence on the motion of the other UAVs in the operation. Equations of motion are derived, which are used for simulation purposes for the rest of the thesis.

Chapter 5 presents a kinematic motion controller for multiple multirotors transporting a suspended load. By measuring the relative angles to the suspension point on each UAV, a distributed controller is designed which does not rely on relative position measurements. The controller relies on measuring the weight of the suspended load.

Chapter 6 solves the multi-agent control problem by synchronized path-following. A controller is designed on each UAV, which ensures local path-following along a pre-defined parameterized path. Further, the positions along that path is synchronized, ensuring stability of the desired relative formation. Numerical simulation based on the dynamic models presented in Chapter 4 validates the design.

Chapter 7 develops a position based cooperative controller to control the relative position of multiple multirotor UAVs transporting a suspended load. The disturbance from the suspended payload is considered unknown, and an adaptive term is designed to counteract the disturbance on the multirotors, as well as from wind. Numerical simulations and experimental trials verify the results.

Chapter 8 presents a novel method for recovery of a fixed-wing UAV in the absence of stationary nets or runways, by suspending a net between two synchronized autonomous multirotor UAVs. This method is especially suited for ship-based operations, where the landing pattern can be optimized with respect to wind direction and speed, and allows for fixed-wing UAV operations to be conducted on smaller vessels without the deck-capacity for large, stationary net. The proposed method is experimentally validated on a small-scale UAV platform.

Chapter 9 concludes the thesis and gives some remarks on future work.
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Chapter 1

Introduction

1.1 Background

Unmanned Aerial Vehicles is a field within both research and engineering with a rich history. Although previously most applications were aimed at military use, the advancements within satellite positioning systems, inertial sensor- and battery-technology has enabled a new breed of UAVs for civilian applications. The availability of cheap micro electromechanical systems (MEMS) sensors, such as accelerometers and gyroscopes, with suitable specifications for UAV use has, among other things, been a key part of this development.

A note on nomenclature and naming convention; As is common on the scientific literature concerning autonomous flying vehicles, the term Unmanned Aerial Vehicle is used throughout this thesis. We generally distinguish between fixed-wing UAVs, multirotor UAVs and helicopters. Fixed-wing UAVs have airplane-like structures, with wings and other surfaces producing most of the lift. Thrust is generated with one or more propellers, driven by either electric motors or combustion engines. Multirotors, also sometimes called multicopters, have three or more constant-pitch propellers, which must be electronically stabilized to be flyable. A helicopter has a large rotor with varying pitch blades for stabilization. There also exists hybrid vehicles, such as a fixed-wing UAV with extra horizontal thrust making it capable of vertical takeoff, often referred to simply as a Vertical Takeoff and Landing (VTOL) UAV.

Due to their different construction, multirotors and fixed-wings inherently have different properties. Since fixed-wing UAVs use wings to generate most of the lift, they can be made highly efficient. This means that even with electrical power systems, such UAVs can have long range and high endurance, often several hours. For larger UAVs, combustion engines can provide power considerably longer, with many commercially available systems delivering 24 hours of operating time. They
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do, however, require special facilities for takeoff and landing, such as runways, catapulta, large stationary net or other recovery devices.

Multirotors are constructed with all their propellers pointing straight up, which enables them to hover in-air. It also enables them to takeoff and land virtually anywhere, and that makes them highly versatile. However, as all produced lift comes from its motors and propellers, they use substantially more energy to stay in the air. Hence, they have a rather shorter range, with a typical flight-time of up to 30 minutes. An example of a hexacopter, which is a multirotor with six propellers, is shown in Figure 1.1. In Figure 1.2, a Skywalker X8 fixed-wing UAV is shown. This UAV has a wingspan of approx. 2 m.

The word “drone” is a ambiguous term often used by the public, these days usually synonymous to small personal multirotor UAVs. Due to its vague definition, the word is not used in this thesis. It should also be noted that although the scientific and engineering community use the term UAV, many Civil Aviation Authorities (CAAs) prefer to use Remotely Controlled Aircraft System (RPAS) and/or Unmanned Aerial System (UAS) to distinguish between manned and unmanned aircraft systems.

There is a long history of hobbyist usage of radio-controlled (RC) flying vehicles. Fixed-wing UAVs can be flown fully manually, by having the pilot control input directly affecting the angles of the control surfaces on the airplane, such as rudders, ailerons and elevators. Even though multirotors have a simple mechanical design, they require computerized control to be operated, even by skilled pilots. At the simplest level, a gyro is used to stabilize the angular velocity of the multirotor. By fusing data with an accelerometer, the craft can automatically level out, and the first flight-controllers for multirotors are made.

In addition to commercially available flight-controllers, several open-source projects emerged, such as Ardupilot [9], Paparazzi [98] and more recently PX4 [108]. In the beginning they did little more than stabilize the multirotor, and was reserved for enthusiasts. Nonetheless, the capabilities the multirotors showed when used as an airborne camera platform drove the development forward, and opened up the market for the ready-to-fly multirotor UAVs with integrated camera systems we see available today, tailored for both recreational and professional use.

The features of most, if not all, multirotor systems available today are still built around using the multirotor as a camera platform. As the capabilities of the flight-controllers becomes more and more mature, they are now robustly able to control the attitude and position of the multirotor itself, along with any firmly attached (though often gimbal-stabilized) camera or sensor systems.

There are, however, several applications that would require the multirotor UAV to control not only itself, but also some form of payload suspended below it using a wire.

One substantial use-case for UAVs in the public is the transportation and delivery of packages. Multirotors serve as an excellent platform in many scenarios, due to their ability to hover over its final destination. This is especially true for urban
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environments, where the somewhat limited flight-time does not pose a problem. Hybrid designs, such as a fixed-wing UAV equipped with vertical thruster to enable hover capabilities, could also help alleviate those limitations. However, during the hover-phase, the VTOL would behave just like a normal multirotor.

There are several commercial companies that already have announced package delivery with multirotors. Most notably Amazon [4], which are designing custom vehicles specifically tailored towards aerial package delivery, using a system to lower the package to the recipient on a wire. The same concept was used by Domino’s, which used a tethered wire to lower a pizza to a hungry costumer [24].

Autonomous collection of water samples is another task for which multirotors are especially suited. As reported in [91], a hose can be freely hung under the multirotor, connected to a pump-and-sampling mechanism attached to the multirotor body. This allows for remote collection of samples without the need for specialized multirotors which can land on water, which typically increase weight and thus lower the flight-time and range of the system.

Even though these systems involve the use of a slung load, the accuracy they present is minimal at best. As long as the multirotor is able to hover over a desired location, the package is simply lowered without any considerations for the final position of the load once it hits the ground.

This might be more than adequate for delivering packages in consumer back-yards, but for industrial applications the position of the suspended load must the taken into account when designing the control system. When delivering packages to offshore vessels, it might not always be enough to simply drop the package on the ship deck [128].

In any practical application, the effects the suspended load have on the multirotor, along with control over the inescapable swing of load, must be addressed.

This is especially true for applications where the suspended load must be lowered at all times. In addition to delivery options where weight is saved by not needing a winch, the purpose of the flight can be collection data from a sensor at the end of the line.

When collecting data for geomatic surveys, a magnetometer is a crucial tool. Due to the variable magnetic fields induced by the multirotor motors, the magnetometer should be placed as far away as possible; at the end of a suspended line is very ideal. Figure 1.3 shows such an arrangement in operation from the Canadian company Gem Systems, which specializes in geomatic survey equipment. The multirotor needs to track survey patterns while still keeping the suspended load under control by not allowing excessive swings during maneuvering.

Similar sensors are used for autonomous detection of land mines. Either by radar or magnetic interference, the location of a land-mine can be deferred by hovering.

Figure 1.3: A multirotor carrying a accurate survey-type magnetometer. Image courtesy of gemsys.ca
the sensor close to the ground. These types of capabilities can save countless lives, and it has been estimated that usage of aerial vehicles for this task is up to 20 times faster and up to 200 times cheaper than conventional methods [133].

In addition to control and suppress the unwanted swing of the suspended payload, it can often be advantageous to have even better control of the suspended payload than what can be achieved with a single suspension point. In stead of using multiple attachment points or complicated suspension wire setups, one can use multiple multirotors to lift the same payload. By using three or more, the suspended load is no longer able to swing, and can be safely transported. Multiple UAVs would also be able to share the load. One also gains operational flexibility, where the number of multirotors can be varied depending on the specific load to be transported. Finally, the operational redundancy is increased by having multiple smaller units which easily can be replaced in case of damage or malfunction.

An example of three multirotors lifting the same payload is illustrated in Figure 1.4.

By having the ability to have several multirotors carrying the same payload, new applications are also possible. Consider the ability to catch and recover another UAV by suspending a net between two multirotors, like illustrated in Figure 1.5.

Because of their long endurance and large area of coverage, using fixed-wing UAVs as a sensor platform is preferable in maritime operations from ships. While takeoff from a ship deck can be accomplished by conventional means, such as a catapult, landing and recovery is more challenging. Often, a large net is fixed to the ship deck, taking considerable space and adds operational complexity. Autonomous operations are also made difficult by the wave-induced motion of the ship, along with turbulence near the hull of the ship.

The capability of recovering UAVs in-air is also applicable for airspace control. As more and more multirotors and other UAVs fill the sky, there is an increased need to remove unwanted UAVs from restricted areas. Breach of restricted airspaces could either happen by accident of an out-of-control UAV, or intentionally for malicious reasons. The concept of catching rouge UAVs with nets have been straightforwardly tested in [132], where a net was attached under a multirotor UAV, which was manually controlled to catch smaller multirotor UAVs.

Table 1.1 summarizes the capabilities regarding slung load of commercially available systems on the market today. As can be seen, no commercial system for automatic transportation of suspended loads are available on the marked today. Still, UAV slung systems have been thoroughly explored in the literature. Control aspects and modeling of a multirotor UAV with a suspended load is considered in [124], where controllers are developed on a 2D-plane to control the position of the suspended load, and verified on a small indoor platform. [19] discusses slung-load transportation
for autonomous helicopters, and verifies methods for swing damping experimentally on in a lab setting using a small helicopter UAV. [13] illustrates single- and multilift operations with helicopter UAVs in an outdoor setting, using a centralized control structure for the coordinated control part. Recovery mechanisms for fixed-wing UAVs are available on the marked today, where the most prominent commercial system is the SkyHook from Insitu, with the ScanEagle UAV [56]. It is a proprietary system, where the UAV is specifically designed with a hook on the wing tip, which connects to a vertical line suspended from a crane.

A more detailed literature overview for single- and multilift operations are given in Chapters 3 and 4, respectively.

1.2 Objectives and Main Contributions

The objective of this work is the design and implementation of control structures to enable single and multiple multirotors to lift a suspended load and autonomous net-recovery of a fixed-wing UAV. As mentioned briefly above, most of the literature concerns the use of small, indoor multirotors for their experiments, often aided by external camera systems for accurate positioning. This work aims to design controllers that are applicable and verifiable on larger multirotors, tested in an out-door setting with satellite navigation and local measurements.

The following constitutes the main contributions of this thesis:
- A dynamic model of a multirotor UAV carrying a suspended load.
- A robust control method with integral action, for a multirotor UAV transporting a suspended load in a swing-free manner.
- Experimental verification of the above controller.
- Three control designs for cooperative transportation of a suspended load with multiple multirotors, with different requirements for necessary available measured signals.
- Experimental verification of a passivity-based control design, where three multirotors cooperatively carry an unknown suspended load.

Table 1.1: Overview of multirotor capabilities available on the commercial market

<table>
<thead>
<tr>
<th>Application</th>
<th>Manual</th>
<th>Automatic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Multirotor with light-weight slung load</td>
<td>Possible</td>
<td>Partly</td>
</tr>
<tr>
<td>Multirotor with heavy slung load</td>
<td>Hard</td>
<td>No</td>
</tr>
<tr>
<td>Coordinated Suspended Load</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Recovery of other UAVs</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>
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- Development, testing and experimental verification of a novel net-recovery method for fixed-wing UAVs, especially suited for UAV operations from ships.
- A patent for the net-recovery landing concept was filed on April 12, 2017.

1.3 Publications

This thesis work has resulted in the following international peer-reviewed publications:


P1 Recovery System for UAV (*Patent filed on April 12, 2017*)

Other published work not a part of this thesis:
1.4. Organization of the Thesis

With the exception of Chapter 2 and 4, this thesis is a collection of papers, which makes the chapters mostly self-contained. The thesis is organized as follows.

Chapter 2 Introduces the software and hardware platform used in this thesis. Based on commercially available components, a versatile hexacopter type multirotor is constructed. The UAV utilizes the open-source autopilot Pixhawk as a low-level controller, accompanied by the APM:Copter flight stack. In addition, an accompanying Linux computer implements all the high-level control algorithms described in this thesis. The chapter also describes the various sensors and communication link necessary for the experimental validations.

Chapter 3 (Based on C2, J1) In this chapter, the problem of trajectory tracking of a multirotor UAV carrying a suspended payload is considered. The movement of the suspended payload influences the dynamics of the multirotor, which must be appropriately handled by the controller to achieve satisfactory tracking results. A mathematical model of the interconnected multi-body system is derived using Kane’s equations, and a nonlinear tracking controller based on the backstepping technique is developed. In addition to suppressing the effects of the swinging payload, the controller also compensates for an unknown constant wind disturbance. The origin of the tracking error is proven UGAS (Uniformly Globally Asymptotically Stable) and ULES (Uniformly Locally Exponentially Stable) through Lyapunov analysis. To reduce the swing motion of the suspended load, a nominal swing-free path is generated through open loop shaping filters, then further perturbed through a delayed feedback approach from measured load deflection angles to achieve robustness. The proposed controller structure is verified by simulations and experiments.

Chapter 4 gives an introduction to multibody operations, which is the topic for Chapters 5–7. After an overview of the related work, the chapter also develops equations of motion of the interconnected multirotors-slung load system using the Udwadia-Kalaba-equations.

Chapter 5 (Based on C1) This chapter presents a distributed kinematic control law for group coordination for several multirotors and a payload suspended with wires from each multirotor. Using relative measurements of the suspended load wire angle only, velocity controllers for the multirotors are developed to realize
the desired motion set by the kinematic controller. This results in a system where the group of multirotors are able to maneuver the payload to a desired position while keeping a desired formation. The results are verified by simulations.

**Chapter 6** (Based on C3) This chapter considers the coordinated transportation of a suspended load with multirotor UAVs as a coordinated path-following problem. A robust path-following controller is developed for each vehicle in the system, and coordination is achieved through synchronization of the position along a parameterized path. Stability of the interconnected system consisting of a network of local path-following controllers are analyzed, and the proposed control design is verified through numerical simulations.

**Chapter 7** (Based on C5, J3) In this chapter, a passivity based approach is utilized to achieve convergence to a desired relative position in the presence of an unknown disturbance. This lets a team of multirotors cooperatively transport a suspended payload of unknown weight. Two designs are presented, that differ in how the effect of the unknown load on the multirotor controllers are analyzed. Both designs are verified by numerical simulations. Further, an experimental trial of the second design is presented, where three autonomous multirotor UAVs successfully transport an unknown load.

**Chapter 8** (Based on C4, J2) This chapter presents a novel recovery method for fixed-wing Unmanned Aerial Vehicles (UAVs), aimed at enabling operations from marine vessels. Instead of using the conventional method of with a fixed net on the ship deck, we propose to suspend a net under two cooperative multirotor UAVs. While keeping their relative formation, the multirotor UAVs are able to intercept the incoming fixed-wing UAV along a virtual runway over the sea, and transport it back to the ship. In addition to discussing the concept and design a control system, this paper also presents experimental validation of the proposed concept for a small-scale UAV platform.

**Chapter 9** concludes the thesis and adds some final remarks on future work.
Chapter 2

System Description – Hardware and Software

2.1 Introduction

This chapter will give an overview of the hardware and software tools used to conduct the experiments presented in Chapters 3, 7 and 8. The design is similar to what we presented in [141].

The experimental platform consists of a combination of off-the-shelf and custom components and software.

2.1.1 Objectives

When designing a testbed for complex multirotor operations, there are many considerations to take. A main motivation for the design goes back to the philosophy of the UAV-lab at the university\footnote{http://www.itk.ntnu.no/english/lab/unmanned}, which is the desire to develop applications to the core technology that already exists. Thus, when possible, we try to leverage low-cost off-the-shelf components when applicable to avoid spending unnecessary time.

Second, the design is built around the desire to do experimental validations on a platform flying outdoors. This is in contrast to a lot of multirotor research in the literature, for which only indoor experiments are conducted. When operating outdoors, there are some additional design requirements that needs to be addressed:

a) Local aviation regulation: In Norway, all research conducted with UAVs are considered non-recreational flights, and must be performed according to the same rules that applies for commercial UAV activities [78].

b) Operational Aspects: The multirotor control software must facilitate all aspects of the operation, including takeoff and landing, emergency procedures and the ability to recovery manual control.

c) Environmental Disturbances: All control designs should be able to counteract effects from wind.
The concept of airworthiness is important in relation to a). Even though the current legislations it is not fully defined on this topic, it requires the operator to be able to justify the choice of avionic systems. That is why we rely on off-the-shelf autopilots to do low-level control. This choice also ties into b). When developing new control systems, it is important that the system have some tolerance for errors. This could be an implementation error, wrong parameter tuning, etc. It is then beneficial that a pilot always can recover the UAV in a manual control mode run by the low-level autopilot for operations within line-of-sight. Further, using an off-the-shelf autopilot systems allows us to leverage the continuous development of said autopilots, and provides a familiar interface to the pilots. Finally, as some wind is inevitable when doing outdoor experiments, c) needs to be taken into account when designing control algorithms.

2.2 Multirotor Frame and Components

A hexacopter-type multirotor (with six motors) was chosen as a main platform, as it provides a bit more lifting capacity than a regular quadcopter, but is not as mechanically big and complex as a larger octocopter. The platform consists of a core of carbon-fibre plates, and the motors are attached on aluminum arms. In addition, six Electronic Speed Controllers (ESCs) control the speed of the motors, given reference values from an autopilot. The power-system consists of a three-cell Lithium Polymer (LiPo) battery with a nominal voltage of 11.1 V, with 5200 mAh capacity, which gives a flight-time of approx. 15 minutes. The standard, unaltered frame can be seen in Figure 2.1a.

To facilitate the components necessary for the experimental trials conducted in this thesis, custom designed avionic stacks was 3D-printed in [113]. Continued development led to the final design, which can be seen in Figure 2.2, where the numbered boxes are described below.

![Image](basic_hexacopter.png)  ![Image](pixhawk_autopilot.png)

(a) Basic hexacopter. Image courtesy of 3dr.com  (b) The Pixhawk autopilot. Image courtesy of pixhawk.org

**Figure 2.1:** Illustration of a hexacopter (a) and the Pixhawk autopilot (b).
2.3 Low-Level Autopilot

The Pixhawk [107] hardware with Ardupilot\(^2\) [9] software stack was chosen as the low-level autopilot. The hardware platform is well known, and is widely used for both recreational and professional use. The open-source nature of Ardupilot meant that alterations to the code could be made to facilitate new functionality, and the vast community surrounding the project can be leveraged. Relative to the alternatives, such as the PX4 [108] flight stack, the ardupilot software is in some ways more mature, and was already familiar when the project started in 2013.

\(^2\)Ardupilot includes software specific for both multirotors and fixedwings, called APM:Copter (also called ArduCopter) and APM:Plane (also called ArduPlane), respectively.
However, since then, the first non-beta version of the PX4 stack has been released, which features a more modular code suitable further development. Still, Ardupilot is in active development, and for new projects the choice between the two often comes down to licensing terms (GPLv3 vs BSD). To be able to keep up with the regular updates of the software platform, only minor code-changes was introduced to the autopilot software, mainly to enable new ways to control the desired behavior of the multirotor using outputs from an on-board computer, which will run most of the custom-made control software.

An image of the Pixhawk autopilot can be seen in Figure 2.1b.

### 2.4 Hardware Platform

Regarding the on-board computer, a Beaglebone Black was used. This is a low-cost, System-On-a-Chip credit-card sized computer, leveraging a 1 GHz ARM Cortex A8 processor, designed for usage with embedded systems due to its many connection options [11]. A custom cape was designed, which routes signals from easy to use connectors to the Beaglebone. The cape provides power to the computer through a 1.5 A switching regulator, and features an on-board real-time clock w/ a coin-cell battery to keep the time between power cycles.

The platform is designed with two separate power sources. The larger battery battery described in Section 2.2, powers the motors and autopilot, while a smaller battery powers the on-board computer, sensors and radio. This way, the large battery can be changed between each flight, without interrupting the power to the on-board computer. As stated above, the typical flight-time is about 15 minutes, while the smaller battery provides power to the other electronics for several hours.

### 2.5 The LSTS Toolchain

The LSTS toolchain [106] is a software framework specifically designed for multi-vehicle, heterogeneous operations. The toolchain is developed by the Underwater Systems and Technology Laboratory (LSTS) at the University of Porto, Portugal. Originally designed for underwater vehicles, the software is now used by researchers and commercial companies to facilitate advanced operations with surface vessels, UAVs and underwater vehicles.

The main alternative to the LSTS toolchain is the Robot Operating System (ROS) [114]. Although ROS has a larger use-base and available plugins, the LSTS toolchain is, from a technical perspective, better suited for multi-vehicle operations. In addition, the LSTS toolchain has been extensively used for UAV operations by partners in Portugal.

The toolchain has the following key components, which is described in the following sections:

- **DUNE**: Software developing framework
- **IMC**: Communication protocol
- **Neptus**: Ground Control Station
- **GLUED**: A minimal Linux distribution
2.5.1 DUNE

DUNE: Unified Navigation Environment\(^3\) [105] is a software framework written in C++. It allows the user to build tasks, which are separate entities executing a specific purpose. For example, one task could be reading a sensor value, while another task uses that sensor value as input and generates a motor control output value. The tasks communicate over the message protocol IMC.

All tasks in DUNE are compiled together to a single binary. This ensures fast execution, and enables the tasks to communicate via shared memory with minimal delay, rather than operating-system level communication sockets. A configuration file is used to describe, for each vehicle, which tasks should be initiated at startup.

DUNE is open-source, and the code can be found online\(^4\).

The core of DUNE has tasks that keeps track of the state of the vehicle, and functionality for logging, transmission of data to a ground station (Neptus), and drivers for key components such as the Pixhawk autopilot. Communication with the Pixhawk is performed over a serial link using the MAVlink [82] protocol.

DUNE uses the notion of plans to perform operations. A plan consists of several maneuvers, which can be waypoints, circular loiters or more complex lawn-mower scan patterns. For each type of maneuver, certain controllers are activated based on settings from operator. This leads to a layered control structure, where one controller can relay commands to a lower-level controller.

For example, consider the multirotor UAV performing a waypoint route. The current waypoint is sent to a guidance controller, which computes a desired control output. This is sent to the ardupilot driver, which translates the command to a MAVlink package, and transmits the message to the pixhawk. Finally, the pixhawk executes the output by appropriately controlling the motors.

The core functionality is expanded with new tasks to implement the controllers described in this thesis. Further, a number of drivers, utility functions, monitors and failsafes have been added.

2.5.2 IMC

The Inter Module Communication protocol (IMC) is a message-oriented protocol, which serves as the communication protocol both between each task in a DUNE instance, but also between vehicles and ground stations [81].

IMC defines a set of core messages, which is used by the system to relay important information to the ground control station such as current health status, battery capacity, as well as system data such as position and attitude. In addition, new messages can be added by a developer for specific needs, such as configuration of formation controllers between vehicles or new sensor data.

2.5.3 Neptus

Neptus is the Command and Control software in the LSTS toolchain [104]. It is written in Java, and runs on both Windows and Unix-based ground stations.

---

\(^3\)DUNE is a recursive acronym
\(^4\)github.com/LSTS/dune
computers. It allows the operator both plan, execute and review a mission through its modularized interface. Parameters and flight data can be viewed in real-time, and the operator get a clear overview of all vehicles involved in an operation on the same screen.

It communicates with vehicles running DUNE over IMC, and has a generalized interface for changing settings and parameters for every task that is currently executing. This allows for easy tuning of control parameters or settings, without the need to develop custom interfaces. An example of a Neptus console is given in Figure 2.3.

![Figure 2.3: The Neptus console.](image)

### 2.5.4 GLUED

GNU/Linux Uniform Environment Distribution (GLUED) is a light-weight linux-distribution aimed at embedded computers [79]. It is minimal in the sense that only packages necessary for operations are included on the target, and the package manager allows easy configuration depending on need. It allows generation of specific distribution configurations to a particular vehicle, whose configuration include network settings such as hostname and network address, as well as specific services to run at startup.

This means that the configurations for each vehicle can be completely scripted, and thus maintaining a fleet of vehicles is easy. GLUED also supports upgrading the operating system itself over a network connection.

### 2.6 High-Precision Navigation using Real-Time Kinematic GNSS

The autopilot internally fuses data from a MEMS-based Inertial Measurement Unit (IMU) with a magnetometer and Global Navigation Satellite Systems (GNSS) to
provide a full state attitude and position reference solution using an Extended Kalman Filter. However, the position acquired from traditional GNSS is without the required accuracy to do precision landing and formation flight [122]. Nonetheless, by using real-time kinematic (RTK) techniques with a differential correction from a base station, centimeter-level real-time positioning can be achieved due to the short signal wavelength (19 cm for GPS L1) of GNSS signals. This requires that integer carrier phase ambiguities are successfully resolved [122]. RTKLIB [129] is an open-source library for computing these ambiguities, and providing real-time position updates using raw data from a GNSS receiver, in our case the u-blox M8T [136]. The same receiver is used at both the base station and in the multirotors.

The base-station is integrated into a portable waterproof case, to provide a robust package suitable for most weather conditions, as illustrated in Figure 2.4. The basestation includes much of the same hardware as the multirotors such as a Beaglebone Black running GLUED and the same u-blox M8T RTK GNSS receiver. However, it uses a larger GPS antenna for better signal reception. In addition, it houses an internal network router with Wifi for optional wireless connection to ground stations (for normal operations, a wired ethernet connection was usually used). Furthermore, the base radio antenna for the telemetry system, described in the next section, is connected to the base.

As mentioned in Section 2.2, a helical L1 active antenna from Maxtena is used for the RTK GPS system onboard the multirotors. The use of a helical antenna ensures good signal reception for a wide range of deflection angles, while still keeping a very low weight. Additionally, it does not need a ground plane, which would be required for a more traditional patch-antenna.

Figure 2.4: The base station (black case) in the snow, here shown with the external RTK GPS antenna and telemetry radio system.
2. System Description – Hardware and Software

2.7 Communication and Other Sensors

The vehicles communicate over a wireless 5.8 GHz network, using a radio from Ubiquity Networks. This is an ethernet/IP based radio, with Time Division Multiple Access medium control. This ensures constant transfer-delay in the network.

To measure the weight of the suspended load on the multirotors, we have constructed a device to measure the tension and angle of the attached wire. The angles are measured using two digital magnetic encoders (MTS 360 from PIHER [103]) in a gimbal-like structure, while the tension is measured using a light-weight load cell (LSB200 from Futek [40]).

![Figure 2.5: Release mechanism for the suspended load, including a force-measurement sensor. The release is driven by a micro-servo, and is designed to be able to release even with tensile forces up to 10 kg.](image)
Chapter 3

Single Multirotor UAV with Suspended Load


3.1 Introduction

This chapter introduces the problem of suspended load transportation using a single multirotor UAV. As discussed in Chapter 1, the ability to safely handle a suspended load enables several interesting applications such as package pickup and delivery, and sensor placement.

When a load is suspended below a multirotor UAV, the UAV is subjected to a disturbance from that load, both due to the added weight and a centripetal-like force stemming from the pendulum-motion when the load is swinging. Thus, to synthesize feasible control laws for the UAV, there are two main aspects that needs to be addressed:

(i) Tracking control of the UAV, while suppressing effects from the swinging suspended mass and environmental forces.

(ii) Reducing the swing motion of the suspended load.

The next sections gives an overview of the related work, followed by the organization and contributions of this chapter.

3.1.1 Related work

Slung-load systems have been a topic of research for many years. Although this thesis considers the problem of a suspended load below UAVs, it bears close resemblance
to control of overhead cranes. In fact, many of the proposed control solutions for the UAV-slung load transportation problem have its roots in the literature of crane control.

This is especially true for aspects of control related to performing swing-free maneuvers of the load. A suspended load behaves like a pendulum, often with very little natural damping, and excessive oscillations should be avoided. Suppression of unwanted oscillations using feed-forward open loop methods stem from the late 50’s [123], and was formalized and applied to mechanical systems in [117]. Here, the authors propose to pre-shape the input commands to a system through a filter, which is designed based on the system plant. The filter can be designed to be robust to parametric uncertainties and unmodeled dynamics, at the cost of added response delay. Today, these methods are called Input Shaping [118], and have been successfully applied to suppress oscillations of suspended loads attached to overhead gantry cranes [60, 116], and helicopter UAVs [16]. The fundamental of these open-loop approaches can also be adapted to form feedback-loops [53]. New developments remove the induced phase-shift in non rest-to-rest applications such as for automatic assembly on moving conveyer belts [99]. See [119] for an extensive review of applications and developments on input shaping.

For UAVs with a suspended load, reference trajectories for the UAV can be generated to ensure minimal oscillations of the load. In [97], the authors utilize dynamic programming to facilitate such open-loop swing reduction using a minimum energy principle. The optimization algorithm is capable of near real-time implementation, and was verified experimentally in an indoor facility. A machine learning approach was considered in [33], which relaxed the requirement of known initial conditions from [97]. Model-Predictive Control is applied to facilitate swing-free transportation maneuvers in [6, 131, 135]. In [130], the authors considers the multirotor-slung system a hybrid system, consisting of two modes that depend on the wire being taut or not. Mixed-integer optimization is applied to generate trajectories that allow the multirotor to switch between the two, to transport the payload in obstacle-filled environments.

By measuring the relative angle of the suspended load, feedback control designs to remove oscillations of the suspended load can be applied. In [72], a proportional-derivative term is added to the translational controller of a multirotor UAV, using the suspended load angles as an error input. Although a straight-forward approach, their experimental validation on a small (0.4 kg) indoor platform shows value. Further exploitations of the oscillating nature of the suspended load is presented in [95], where a delayed feedback approach is utilized to generate relative position offsets based on delayed measurements of the swing load angle. This allowed rapid attenuations of load swing, and was applied to helicopter slung-systems in [93, 94]. Experimental verification of the method was successfully conducted on a small-scale helicopter UAV in [18].

Reducing the energy of the suspended payload can also be achieved by directly incorporating it into the control dynamics. In [49, 50], the under-actuated nature of the problem is modeled as a port-controlled Hamiltonian (PCH) system, and an energy-shaping control technique, interconnection and damping assignment (IDA) [96] is applied. The closed loop total-energy storage function is obtained through the solution of a partial differential equation as a result of the choice of desired energy
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function form and damping. To simplify the resulting mathematical complexity, the authors divide system into a longitudinal and lateral subsystem, and similarly apply the technique to each, while also only considering horizontal movements. While this might hide some underlying coupling effects, the authors present promising experimental results on a small-scale platform with a very short suspension wire length.

Geometric control control is utilized in [46], which also models the suspended cable as a series of links, rather than a single wire (oft assumed taut) which is common elsewhere. [47] also presents preliminary experimental results, conducted on an indoor platform. See also [124, 125], which establishes the multirotor-load system to be a differentially flat hybrid system, and discusses trajectory tracking and geometric control with experimental validation. Robustness to disturbances is also considered in [100], which designs a backstepping type trajectory controller. The authors derive conditions on a desired trajectory to guarantee that the suspension cable remains taut, and preliminary experimental validation on an indoor platform is shown.

For small-size helicopters, an adaptive control and slung load pose estimation is considered in [19], which is verified in a laboratory setting. By using a combination of feed-forward and feed-back control, the swing angles of the slung load is effectively reduced, and serves as an inspiration to the work presented in this chapter on swing damping. Further, in [13, 14, 83], several experimental trials are conducted where a single and several small-scale helicopters transports payloads and drop sensor packages.

A main conclusion to draw is that only a limited number of publications deal with experimental results from outdoor trials, and very few consider environmental disturbances such as wind into the control design.

3.1.2 Overview of the Chapter

The rest of the chapter is organized as follows. First, some preliminaries for modeling a multirotor UAV is presented in Section 3.2. Based on that, a control-oriented model is presented in Section 3.3, where the dynamics of the connected suspended load is derived using Kane’s equations [28]. Next, a nonlinear backstepping [70] controller with integral action is proposed, to create stabilizing shaping functions to achieve a robust tracking controller to solve objective (i). The controller is then verified by numerical simulations and experimental tests. This is the main contribution of this chapter. Methods from the literature for suspended load swing angle control is discussed in Section 3.7, in which the results from [18], combined with well known open-loop trajectory generation tools, will be utilized to robustly solve objective (ii). This is followed by a second case-study of numerical simulations and experiments. The chapter is concluded in Section 3.9.

3.2 Modeling of Multirotor UAV Dynamics

This section covers some preliminary modeling of the dominant dynamics of a multirotor UAV, which has been well studied in the literature. For a detailed
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Figure 3.1: Hexacopter type multirotor carrying a suspended load. The mechanism under the UAV body provides measurements of the deflection angle of the attachment wire.

survey, see [80] and references therein. Different choices of kinematic representation of attitude are made throughout the literature. Euler angles are popular and common, and forms the basis for linearized PID control around the hover-state, and will be presented next. Obviously, other representations, such as quaternions or DCM\textsuperscript{1}-styles can be used, which would benefit from being singularity free. As the main purpose of this section is the development of a non-high-fidelity simulation environment, the singularity caused by the Euler-angle representation is easily avoided.

3.2.1 Kinematics

This section is a brief introduction to the nomenclature used extensively in the field of surface vessels and UAVs, as introduced e.g. [37] and [38]. The NED frame, denoted \( \{n\} \), is assumed inertial. Coordinates in this frame, denoted \( \mathbf{\eta} \in \mathbb{R}^6 \) are \([x^n \ y^n \ z^n \ \Theta^\top]^\top\). \( \Theta = [\phi \ \theta \ \psi]^\top \) denotes the Euler-angles, as defined by the rotation sequence zyx [37]. The body-fixed coordinate system, denoted \( \{b\} \), is attached to each rigid body. The body-velocities is given by

\[
\mathbf{\nu} = [u \ v \ w \ p \ q \ r]^\top
\]

where \( \mathbf{\nu}_1 = [u, v, w]^\top \) and \( \mathbf{\nu}_2 = [p, q, r]^\top \) refer to the translational and rotational motions, respectively, and likewise for \( \mathbf{\eta}_1 \) and \( \mathbf{\eta}_2 \). When working with kinematics, it is useful to define the following matrices [37]:

\[
\mathbf{R}_b^n := \begin{bmatrix}
c\psi c\theta & -s\psi c\phi + c\psi s\theta s\phi & s\psi s\phi + c\psi c\phi s\theta \\
s\psi c\theta & c\psi c\phi + s\phi s\theta s\psi & -c\psi s\phi + s\theta s\psi c\phi \\
-s\theta & c\theta s\phi & c\theta c\phi
\end{bmatrix}
\]

where \( c = \cos (\cdot) \) and \( s = \sin (\cdot) \). \( \mathbf{R}_b^n \) is the rotation matrix describing the rotation of the frame \( \{b\} \) relative to a frame \( \{n\} \) subject the rotation \( \Theta \). Further,

\textsuperscript{1}Direct Cosine Matrix
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\[
S(\lambda) := \begin{bmatrix}
0 & -\lambda_3 & \lambda_2 \\
\lambda_3 & 0 & -\lambda_1 \\
-\lambda_2 & \lambda_1 & 0
\end{bmatrix}
\] (3.3)

generates a skew symmetric matrix of \( \lambda \in \mathbb{R}^3 \) satisfying \( S(\lambda)^T = -S(\lambda) \) and \( \lambda \times \lambda = S(\lambda) \lambda \). Finally, let

\[
T_{\Theta} := \begin{bmatrix}
1 & s\phi s\theta/c\theta & c\phi s\theta/c\theta \\
0 & c\phi & -s\phi \\
0 & s\phi/c\theta & c\phi/c\theta
\end{bmatrix}, \forall \theta \neq \frac{\pi}{2} + k\pi, k \in \mathbb{Z}
\] (3.4)

be the angular transformation matrix, relating angular speeds in \( \{n\} \) and \( \{b\} \) by \( \dot{\Theta} = T_{\Theta}\nu \).

To summarize, velocities in \( \{n\} \) and \( \{b\} \) are related by

\[
\dot{\eta} = J_\Theta \nu
\] (3.5)

where

\[
J_\Theta = \begin{bmatrix}
R^b_n(\Theta) & \mathbf{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 3} & T_{\Theta}
\end{bmatrix}
\] (3.6)

as defined in [37].

3.2.2 Kinetics

The rigid-body kinetics of a generic body can be written [37]:

\[
m(\dot{\nu}_1 + \nu_2 \times \nu_1) = \tau_1
\] (3.7)

\[
I_{CG}\dot{\nu}_2 + \nu_2 \times (I_{CG}\nu_2) = \tau_2
\] (3.8)

where \( m \) is the mass of the body, \( I_{CG} \in \mathbb{R}^{3 \times 3} \) is the moment of inertia about the centre of gravity, \( \tau_1 \in \mathbb{R}^3 \) is external forces and \( \tau_2 \in \mathbb{R}^3 \) is external moments.

If one assume that \( \{b\} \) is located in the centre of gravity, (3.7)–(3.8) can be rewritten to

\[
M\dot{\nu} + C\nu = \tau_{RB}
\] (3.9)

where

\[
M = \begin{bmatrix}
mI_{3 \times 3} & \mathbf{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 3} & I_{CG}
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
mS(\nu_2) & \mathbf{0}_{3 \times 3} \\
\mathbf{0}_{3 \times 3} & -S(I_{CG}\nu_2)
\end{bmatrix}
\] (3.10)

Further, the gravitational forces acting on the body, \( g^b \), can be written

\[
g^b = -\begin{bmatrix}
(R^b_n)^T f_G \\
\mathbf{0}_{3 \times 1}
\end{bmatrix}
\] (3.11)
where \( f_G = [0 \ 0 \ mg]^\top \) is the gravitational force in \( \{n\} \). The resulting model now becomes:

\[
\dot{\eta} = J_\Theta \nu \tag{3.12}
\]

\[
M \dot{\nu} + C\nu + g^b = \tau_A \tag{3.13}
\]

where \( \tau_A \) consists of all external forces (except gravity) that affects the system. This includes control forces and air drag.

### 3.2.3 Dominant Multirotor Dynamics

Based on the rigid-body equations derived above, the dominant dynamics of the multirotor UAV is presented next. First, due to the symmetric nature of a multirotor UAV and it’s ability to generate thrust in any direction by manipulating it’s roll- and pitch angle, it is common in the literature to leave the translational dynamics represented in \( \{n\} \), rather than \( \{b\} \). Thus, we re-write the rigid body equations (3.5) and (3.12)–(3.13) as

\[
\dot{p} = v \tag{3.14}
\]

\[
\dot{\Theta} = T(\Theta)\omega \tag{3.15}
\]

where

\[
p = [x^n \ y^n \ z^n] \in \mathbb{R}^3.
\]

In total, we get

\[
\dot{p} = v \tag{3.16}
\]

\[
m_c \dot{v} = m_c g + R(\Theta)f + w \tag{3.17}
\]

\[
\dot{\Theta} = T(\Theta)\omega \tag{3.18}
\]

\[
I \dot{\omega} = S(I\omega)\omega + M \tag{3.19}
\]

where \( p \in \mathbb{R}^3 \) is the UAV position in the inertial frame \( \{n\} \), \( v \in \mathbb{R}^3 \) the linear velocity in \( \{n\} \), \( R(\Theta) \in SO^3 \) a rotation matrix from the inertial frame \( \{n\} \) to the body-fixed frame \( \{b\} \), \( \omega \in \mathbb{R}^3 \) the angular velocity of the UAV, represented in \( \{b\} \). \( m_c \) is the mass of the UAV, and \( I \) the body-fixed inertia matrix. \( f \) is vertical thrust directed along the negative body-aligned \( z \)-axis, and \( M \) are applied torque about the UAV from the motors. \( w \) is additional environmental forces, such as wind disturbance and finally \( g = [0 \ 0 \ g]^\top \), where \( g \) is the gravitational constant.

### 3.3 Control-Oriented Model for Suspended Load Transportation

Consider now a load being suspended in the centre of gravity of the UAV. This will affect the translational motion (3.17) by a term \( \tau_L \), parameterized by the load dynamics, but the rotational motion (3.19) is unaffected. As control of the attitude of the multirotor is not the task of the trajectory tracking controller, the model describing the translational motion is now
\[ \dot{p} = v \quad (3.20) \]
\[ m_c \dot{v} = m_c g + R(\Theta)f + \tau_L + w \quad (3.21) \]

Further, assume now that a sufficiently fast attitude controller is present. The direction of the applied force for translational motion is given by \( R \), and by manipulating the roll and pitch angles of the UAV we can apply force in a desired direction. An example of such a controller is given in [80], and directly for Euler angles in the next section. Thus, the term \( R(\Theta)f \) can be replaced by a virtual inertial control force \( F = R(\Theta)f \in \mathbb{R}^3 \), resulting in

\[ \dot{p} = v \quad (3.22) \]
\[ m_c \dot{v} = m_c g + F + \tau_L + w \quad (3.23) \]

Generating desired attitude

This section outlines how one translates a desired force \( F \) to desired Euler angles \( \phi_d, \theta_d \) and \( \psi_d \). It turns out, the desired yaw angle \( \psi_d \) can be set independently of the desired force. The body-oriented forces \( F^b \) obtained by a principal rotation of \( F \) around the z-axis with the current yaw \( \psi \) relates to the roll- and pitch angles as follows

\[ F^b_x = -k_f f \cos \phi \sin \theta \quad (3.24) \]
\[ F^b_y = k_f f \sin \phi \quad (3.25) \]
\[ F^b_z = -k_f f \cos \phi \cos \theta \quad (3.26) \]

where \( f \in [0 \ldots 1] \), and \( k_f \in \mathbb{R} \) is a coefficient of the thrust configuration typically s.t. at \( f = 0.5 \) the vehicle is at hover. This equation set can be solved by first solving (3.26) for \( f \) using the current values for \( \psi \) and \( \theta \). Then, solve (3.24)–(3.25) for \( \phi \) and \( \theta \), giving the desired values.

To further simplify; if one assumes low vertical accelerations, the desired roll- and pitch angles can be found by

\[ \theta_d = \arctan \left( \frac{F^b_y}{m_c g} \right) \quad (3.27) \]
\[ \phi_d = \arctan \left( \frac{F^b_z \cos \theta_d}{m_c g} \right) \quad (3.28) \]

Suspended Load Dynamics

Next, the suspended load dynamics is modeled as a pendulum. This simple model has been used with success in earlier work [14]. We consider the suspended load as a point-mass, connected by a rigid link to the centre of gravity of the UAV. This is
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valid for non-aggressive maneuvers where the wire remains taut. We parameterize
the pendulum displacements by \( \phi_L \) and \( \theta_L \), which are the load rotation angles about
the inertial \( x \)- and \( y \)-axis, respectively, see Figure 3.2. The generalized coordinates
for the system are thus \( \eta = [p^T, \phi_L, \theta_L]^T \). Physical damping of the pendulum swing
is modeled by a linear damping term, which is valid for low speeds. By utilizing
Kane’s equation [28], we get the dynamical model (3.29):

\[
\dot{\eta} = \nu
\]

\[
M^*(\eta)\dot{\nu} + C^*(\eta, \nu)\nu + G(\eta) + D\nu = \tau + \tau_a
\]

where \( M^*(\eta) \) and \( C^*(\eta, \nu) \) can be seen in (3.31)-(3.32), \( \tau := [F^T \ 0_{1 \times 2}]^T \), \( \nu :=
[v^T, \dot{\phi}_L, \dot{\theta}_L]^T \), \( \tau_a := [w^T \ 0_{1 \times 2}]^T \) and

\[
G(\eta) = \begin{bmatrix}
0 \\
0 \\
-g (m_L + m_c) \\
L g m_L \cos \theta L \sin \phi_L \\
L g m_L \cos \phi_L \sin \theta_L
\end{bmatrix}
\]

The term \( D\nu \) is the linear damping force, incorporating the effects of air drag
at low speed. \( D = \text{diag}\{0, 0, 0, d, d\} \), where \( d > 0 \) is a drag coefficient. \( w \) is
an unknown disturbance acting on the body of the UAV, typically wind. This is
assumed constant, or slowly varying.

As can be seen in (3.29), the equations are organized in matrix form, which
is typical in the literature of robotic manipulation. This form greatly simplifies
the control analysis. In fact, as is common in robotic manipulators, the matrix
\( M^*(\eta) - 2C^*(\eta, \nu) \) is skew symmetric, which is a very useful property in Lyapunov
analysis. As can be seen from (3.31), \( M^*(\eta) \) is singular at \( \theta_L = \pi/2 \). This is due to
the representation of the pendulum configuration, and it corresponds to the case
where the suspended load is directed out of the nose of the UAV. Although while
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\[
\begin{align*}
M^*(\eta) &= \begin{bmatrix}
    m_L + m_c & 0 & 0 & 0 \\
    0 & m_L + m_c & 0 & 0 \\
    0 & 0 & L_L \cdot c_l \cdot \dot{\theta} & 0 \\
    0 & 0 & 0 & L_L \cdot c_l \cdot \dot{\phi} \\
\end{bmatrix} \\
C^*(\eta, \nu) &= \begin{bmatrix}
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
    0 & 0 & 0 & 0 \\
\end{bmatrix}
\end{align*}
\]
in this configuration the rigid-link assumption is unlikely to hold in practice, and would most likely result in a crash due to impact between the suspended load and multirotor propellers, this situation is prevented by the design of the controller. We illustrate in the next section how a infinitesimal singularity avoidance term can be added to use the model for theoretically valid control design and analysis.

3.4 Problem Description and Control Strategies

We consider the objective of the UAV to safely transport a suspended payload, by tracking a user defined trajectory or waypoint route, while suppressing the disturbance from the load swing and external environmental effects, such as wind. The UAV in question is equipped with an internal Inertial Measurement Unit (IMU) and GNSS system, with the accompanied navigation filter providing full state (attitude and position) output for the controllers. Further, the attachment-point of the suspended load is a gimbal-like structure, providing measurements of the displacement angles (relative to the UAV body) of the load suspended by a wire, as seen in Figure 3.1.

3.5 Nonlinear Trajectory Tracking

In this section, we design a nonlinear trajectory-tracking controller for the UAV, to resolve objective (i). We utilize the backstepping technique [70], to design the controllers in two steps. To achieve this, with a slight abuse of terminology, we view (3.29) as an underactuated system, in which elements 4 and 5 of the control input vector $\tau$ are constrained to be zero. The design procedure is inspired by [36].

The model developed in the previous section has a representation singularity at $\theta_L = \pi/2$. This is an undesired feature when designing the control system. Thus, we create a perturbed model, in which we avoid the singularity by adding an infinitesimal singularity avoidance term at $M^*_{4,4}$. The model used for control design are then:

$$\dot{\eta} = \nu$$

$$M(\eta)\dot{\nu} + C(\eta, \nu)\nu + G(\eta) + D\nu = \tau + \tau_a$$

where $M(\eta) = M^*(\eta)$, $C(\eta, \nu) = C^*(\eta, \nu)$ except for

$$M(\eta)_{4,4} = L^2 m_L \cos \theta_L^2 + \varepsilon \sin \theta_L^2,$$

and

$$C(\eta, \nu)_{4,4} = -\frac{1}{2} L^2 m_L \dot{\theta}_L \sin 2\theta_L + \frac{1}{2} \varepsilon \dot{\theta}_L \sin 2\theta_L.$$

$\varepsilon > 0$ is a small positive constant. As can be seen, $C(\eta, \nu)$ is also perturbed to maintain the skew-symmetric property. This added term ensures that the mass matrix is non-singular for all $(\theta_L, \phi_L)$ and close to the original model for small $(\theta_L, \phi_L)$. This perturbed model is now used in the rest of this section.
Consider now a sufficiently smooth desired trajectory $r(t)$. We define the error signals $z_1 \in \mathbb{R}^3$ and $z_2 \in \mathbb{R}^5$ as

$$z_1 := p - r \quad (3.37)$$
$$z_2 := [z_{2,1}, z_{2,2}, z_{2,3}, z_{2,4}, z_{2,5}]^\top := \nu - \alpha \quad (3.38)$$

where $\alpha := [\alpha_1, \alpha_2, \alpha_3, \alpha_4, \alpha_5]^\top \in \mathbb{R}^5$ is a vector of stabilizing functions to be specified later.

Now, we utilize a selection matrix $H$ to select the states of $z_1$ we are interested in for control. Let

$$H = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix} \quad (3.39)$$

such that the error-dynamics becomes

$$\dot{z}_1 = H\nu - \dot{r} \quad (3.40)$$

and

$$M(\eta)\dot{z}_2 = M(\eta)\nu - M(\eta)\dot{\alpha}$$
$$\quad = \tau + \tau_a - C(\eta, \nu)\nu - G(\eta) - D\nu - M(\eta)\dot{\alpha} \quad (3.41)$$

**3.5.1 Step 1**

Consider a Lyapunov function candidate (LFC) for the first sub-system (3.40) as

$$V_1(z_1, t) = \frac{1}{2} z_1^\top z_1 \quad (3.42)$$

It’s derivative along the solution of $z_1(t)$ is

$$\dot{V}_1(z_1, t) = z_1^\top (H\nu - \dot{r})$$
$$\quad = z_1^\top (\alpha_{1:3} + Hz_2 - \dot{r}) \quad (3.43)$$

where $(\cdot)_{i:j}$ represents elements $i$ to $j$ of the vector $(\cdot)$. By designing the stabilizing functions $\alpha_{1:3}$ as

$$\alpha_{1:3} = \dot{r} - K_1z_1, \quad (3.44)$$

where $K_1 = K_1^\top > 0$ is a positive definite matrix. The derivative of $V_1(z_1, t)$ becomes

$$\dot{V}_1(z_1, t) = -z_1^\top K_1z_1 + z_1^\top Hz_2 \quad (3.45)$$
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3.5.2 Step 2

Take the second LFC as

\[ V_2(z_1, z_2, \xi, t) = V_1(z_1, t) + \frac{1}{2} z_2^\top M(\eta) z_2 \] (3.46)

which is positive definite for \((z_1, z_2) \neq 0\). Taking the derivative of (3.46) yields:

\[ \dot{V}_2(z_1, z_2, t) = -z_1^\top K_1 z_1 + z_2^\top (\tau + \tau_a - C\alpha - G - D\nu + H^\top z_1 - M\dot{\alpha}) \]

where we have utilized the skew-symmetric property of \(\frac{1}{2} \dot{M}(\eta) - C(\eta, \nu)\). Suppose now that the control \(\tau\) can be set to

\[ \tau = C\alpha + G + D\alpha - H^\top z_1 + M\dot{\alpha} - K_2 z_2 \] (3.47)

where \(K_2 = K_2^\top > 0\). By remembering \(\tau_a = H^\top w\), this results in

\[ \dot{V}_2(z_1, z_2, t) = -z_1^\top K_1 z_1 - z_2^\top K_2 z_2 - z_2^\top Dz_2 + z_2^\top H^\top w \]

Clearly, if \(w \equiv 0\), or if it was exactly known, it could be cancelled by the controller. Since this is quite unrealistic, we use the augmented controller

\[ \tau = C\alpha + G + D\alpha - H^\top z_1 + M\dot{\alpha} - K_2 z_2 - H^\top \hat{w} \] (3.48)

where \(\hat{w}\) is the estimate of \(w\), given by

\[ \dot{\hat{w}} = \rho H z_2 \] (3.49)

where \(\rho \in \mathbb{R}\) is a tuning parameter.

In the following lemma, we show that with this choice of \(\tau\) and update law for \(\hat{w}\), the origin of the system (3.40)–(3.41) and (3.49) is Uniformly Globally Asymptotically Stable (UGAS) and Uniformly Locally Exponentially Stable (ULES). However, as we cannot set a desired moment about the suspension point of the load, the fourth and fifth row of (3.48) must instead be equal to zero. In Section 3.5.3, we design the remaining stabilizing functions to achieve this.

The closed-loop system can be written as

\[
\begin{bmatrix}
\dot{z}_1 \\
\dot{z}_2
\end{bmatrix} =
\begin{bmatrix}
-K_1 & H \\
A_{21}(t) & A_{22}(t)
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2
\end{bmatrix} +
\begin{bmatrix}
0 \\
M^{-1}(\Theta(t))H^\top
\end{bmatrix}
\hat{w}
\]

(3.50)

where

\[
A_{21}(t) := -M^{-1}(\Theta(t))H^\top \\
A_{22}(t) := M^{-1}(\Theta(t))(-K_2 - D - C(\Theta(t), \dot{\Theta}(t)))
\]

and \(\Theta(t) := [\theta_L(t), \phi_L(t)]^\top\).

**Lemma 3.1.** The origin of (3.50)–(3.51) is UGAS and ULES.
Proof. To prove UGAS and ULES of the equilibrium point \((z_1, z_2, \tilde{w}) = 0\) of (3.50)–(3.51), we apply the results from [39]. To this end, the closed-loop system (3.50)–(3.51) can be restated in the form:

\[
\begin{align*}
\dot{x}_1 &= h(x_1, t) + G(x, t)x_2 \\
\dot{x}_2 &= -PG(x, t)^\top \left( \frac{\partial W(x_1, t)}{\partial x_1} \right)^\top, \quad P = P^\top > 0
\end{align*}
\]

where

\[
\dot{x}_1 := [z_1 \ z_2]^\top,
\dot{x}_2 := \tilde{w}
\]

\[
h(x_1, t) := \begin{bmatrix} -K_1 \\ A_{21}(t) \end{bmatrix} x_1
\]

\[
G(x, t) := \begin{bmatrix} 0 & M^{-1}(\Theta(t))H^\top \end{bmatrix}^\top
\]

\[
P := \rho I
\]

\[
W(x_1, t) = \frac{1}{2}z_2^\top Mz_2 + \frac{1}{2}z_1^\top z_1
\]

\[
\Rightarrow \frac{\partial W(x_1, t)}{\partial x_1} = [z_1 \ M(\Theta(t))z_2]
\]

[39, Theorem 1] states that if the conditions (A1)–(A2) below hold, the origin of the system (3.52)–(3.53) is UGAS and ULES. Let \(G_0(x_2, t) := G(x, t)|_{x_1 = 0}\), and \(\rho_j : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}, (j = 1, 2, 3)\) be continuous nondecreasing functions. The conditions of A1 are

\[
\begin{align*}
\text{(A1.a)} & \quad \max \left\{ \|h(x_1, t)\|, \left\| \frac{\partial W(x_1, t)}{\partial x_1} \right\| \right\} \leq \rho_1(||x_1||)||x_1|| \\
\text{(A1.b)} & \quad \max \left\{ \|G(x, t)\|, \|G_0(x_2, t)\| \right\} \leq \rho_2(||x||) \\
\text{(A1.c)} & \quad \max \left\{ \left\| \frac{\partial G(x_2, t)}{\partial x_2} \right\|, \left\| \frac{\partial G_0(x_2, t)}{\partial t} \right\| \right\} \leq \rho_3(||x_2||)
\end{align*}
\]

Indeed, (A1.a) holds because \(M(\Theta(t))\) is non-singular, and is bounded for all \(\Theta(t)\). Further, as we have \(G_0(x_2, t) = \begin{bmatrix} 0 & M^{-1}(\Theta(t))H^\top \end{bmatrix}^\top\), (A1.b) holds since \(M(\Theta(t))\) has an upper bound. In fact, there exists \(m_m, m_M \in \mathbb{R}\) s.t. \(Im_m \leq M(\Theta(t)) \leq Im_M\).

By noting that the system (3.52)–(3.53) is forward complete [7], we have existence and boundedness of \(\Theta \ \forall t\). Thus, the partial time derivative of \(G_0(x_2, t)\) is bounded, and (A1.c) holds. Additionally, we need the condition

\[
G_0(x_2, t)^\top G_0(x_2, t) \geq b_m I
\]

(A1.d)

which holds with in our case with \(b_m = (1/m_M^2)I\).

Further, let \(\kappa_1, \kappa_2\) be class-\(K_\infty\) functions, and \(c > 0\) a strictly positive real number. Then, we need
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\[ \kappa_1(\|x_1\|) \leq W(x_1, t) \leq \kappa_2(\|x_1\|) \]  
\[ \frac{\partial W(x_1, t)}{\partial t} + \frac{\partial W(x_1, t)}{\partial x_1} h(x_1, t) \leq -c \|x_1\|^2 \]  
(A2.a)  
(A2.b)

Clearly, by setting \( \kappa_1 = 0 = 5k_1 \|x_1\|^2 \), \( \kappa_2 = 0 = 5k_2 \|x_1\|^2 \) where \( k_1 = \min(m_m, 1) \), \( k_2 = \max(m_M, 1) \), (A2.a) holds. (A2.b) expands to

\[ -z_1^T \kappa_1 z_1 - z_2^T \kappa_2 z_2 \leq -c \|x_1\|^2 \]  
(3.54)

with \( c = \min\{\inf(K_1), \inf(K_2)\} \). In addition, we have \( \kappa_2(s) \propto s^2 \).

We have now shown that all the assumptions (A1-A2) of [39, Theorem 1] holds, and conclude that the origin of (3.52)–(3.53) is UGAS and ULES.

3.5.3 Remaining stabilizing functions

We now design the remaining stabilizing functions \( \alpha_4 \) and \( \alpha_5 \) to ensure that the fourth and fifth row of (3.48) is indeed zero. By extracting these rows from (3.48), we get the constraint equations

\[ \tau_{4:5} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} = C_{4:5;4:5} \alpha_{4:5} + G_{4:5} + D_{4:5;4:5} \alpha_{4:5} + M_{4:5;4:5} \dot{\alpha}_{4:5} + M_{4:5;1:3} \dot{\alpha}_{1:3} - K_{2,4:5} \dot{z}_{2,4:5} \]

where the arguments of \( C \) and \( M \) have been dropped for notational clarity, and \((\cdot)_{i:j;k:l} \) extracts rows \( i-j \), columns \( k-l \) of \((\cdot)\). Solving for \( \dot{\alpha}_{4:5} \), this results in a dynamic equality constraint

\[ M_\alpha(\eta) \dot{\alpha}_{4:5} = -D_\alpha \alpha_{4:5} - C_\alpha(\eta, \nu) \alpha_{4:5} + \gamma(\eta, z_1, z_2, \ddot{r}) \]  
(3.55)

where

\[ M_\alpha(\eta) = M_{4:5;4:5}(\eta), \]

the lower 2x2 block of \( M(\eta) \)

\[ C_\alpha(\eta, \nu) = C_{4:5;4:5}(\eta, \nu), \]

the lower 2x2 block of \( C(\eta, \nu) \)

\[ D_\alpha = \text{diag}\{[d, d]\} > 0 \]

and

\[ \gamma(\eta, z_1, z_2, \ddot{r}) = -G_{4:5} + K_{2,4:5} \dot{z}_{2,4:5} - M_{4:5;1:3}(\ddot{r} - K_1 \dot{h}_2 + K_1 K_1 z_1) \]

in which we have used the fact that

\[ \dot{\alpha}_{1:3} = \ddot{r} - K_1 \dot{z}_1 \]

\[ = \ddot{r} - K_1 \dot{h}_2 + K_1 K_1 z_1 \]  
(3.56)
Also, note that the matrix $\dot{M}_\alpha - 2C_\alpha$ retains the skew-symmetric property. The variables $\alpha_{4:5}$ becomes a dynamic state in the controller, according to (3.55). In fact, (3.55) is a stable differential equation driven by the converging error signals $(z_1, z_2)$ and the bounded signal $\ddot{r}$. As $z_{2,4:5}(t) \to 0$, it follows that $|\alpha_{4:5} - [\dot{\phi}_L, \dot{\theta}_L]| \to 0$ as $t \to \infty$. This is stated more formally in Theorem 3.2.

**Theorem 3.2.** Let the trajectory tracking problem (3.37)–(3.38) of a multirotor UAV be solved by applying the first three rows of the control law (3.48) to (3.34):

$$
F = C_{1:3;4:5}(\eta, \nu)\alpha_{4:5} + G_{1:3} - z_1 + M_{1:3;1:3}(\dot{r} - K_1 Hz_2 + K_1 z_1)
$$

$$
+ M_{1:3;4:5} \alpha_{4:5} - K_{2:1:3} z_{2,1:3} - \dot{w}
$$

where $K_1 > 0 \in \mathbb{R}^{3 \times 3}$, $K_2 > 0 \in \mathbb{R}^{5 \times 5}$, $z_1 := p - r$, $z_2 := \nu - \alpha$, and

$$
\alpha_{1:3} = \dot{r} - z_1
$$

The smooth reference signals $r$, $\dot{r}$ and $\ddot{r}$ are provided by an external guidance system or a reference model, while $\alpha_{4:5}$ are given by the dynamic system

$$
M_\alpha(\eta)\dot{\alpha}_{4:5} = -D_\alpha \alpha_{4:5} - C_\alpha(\eta, \nu)\alpha_{4:5}
$$

$$
+ \gamma(\eta, z_1, z_2, \ddot{r})
$$

Then the equilibrium point $(z_1, z_2) = 0$ is UGAS, $\alpha_{4:5} \in L_\infty$ and satisfies

$$
\lim_{t \to \infty} |\alpha_{4:5}(t) - [\dot{\phi}_L(t), \dot{\theta}_L(t)]^\top| = 0
$$

**Proof.** The closed-loop system can be expressed as

$$
\Sigma_1 \begin{cases}
\begin{bmatrix} \dot{z}_1 \\ \dot{z}_2 \end{bmatrix} = \begin{bmatrix} -K_1 \\ A_{21}(t) \\ A_{22}(t) \end{bmatrix} \begin{bmatrix} z_1 \\ z_2 \end{bmatrix} + \begin{bmatrix} 0 \\ M^{-1}(\Theta(t))H^\top \end{bmatrix} \dot{w} \\
\dot{w} = \rho Hz_2 
\end{cases}
$$

$$
\Sigma_2 \begin{cases}
M_\alpha(\eta)\dot{\alpha}_{4:5} = -D_\alpha \alpha_{4:5} - C_\alpha(\eta, \nu)\alpha_{4:5}
\\
+ \gamma(\eta, z_1, z_2, \ddot{r})
\end{cases}
$$

From Lemma 3.1 we know that the origin of $\Sigma_1$ is UGAS and ULES. The unforced $\alpha_{4:5}$ system, $\Sigma_2$ with $\gamma = 0$, is globally exponentially stable. This can be seen from the Lyapunov function

$$
V_\alpha(\alpha_{4:5}, t) = \frac{1}{2} \alpha_{4:5}^\top M_\alpha(\eta)\alpha_{4:5}
$$

whos derivative along (3.55) is

$$
\dot{V}_\alpha(\alpha_{4:5}, t) = \alpha_{4:5}^\top (-D_\alpha \alpha_{4:5} + \gamma)
$$

$$
\leq -\frac{1}{2} \alpha_{4:5}^\top D_\alpha \alpha_{4:5} \leq 0
$$
for $||\alpha_{4:5}||_2 > 2 ||\gamma||_2/d$. Since $(z_1, z_2) \in L_\infty$, $r, \dot{r}, \ddot{r} \in L_\infty$ and since $\eta$ enters $\gamma$ through the bounded functions cos and sin, we have $\gamma(\eta, z_1, z_2, \ddot{r}) \in L_\infty$. Thus, the $\alpha_{4:5}$ subsystem is input-to-state stable from $\gamma$ to $\alpha_{4:5}$ by [61, Theorem 4.19]. Hence, $\alpha_{4:5}$ converges to the bounded set $\{\alpha_{4:5} : ||\alpha_{4:5}|| \leq (2/d)||\gamma||\}$. The limit (3.60) is obtained from the fact that $z_{2,4:5}(t) \to 0$ as $t \to \infty$.

**Remark 3.1.** Note that the global results presented in Theorem 3.2 applies to the perturbed model (3.34). This model is valid as long as the wire is taut, and we stay away from the representation singularity at $\theta_L = \pi/2$. At this point, the model is perturbed by the infinitesimal constant $\varepsilon$, which in practice will have negligible impact on the results.

**Remark 3.2.** Also, note that the load angles $\phi_L$ and $\theta_L$ are not included in the coordinate change (3.37)–(3.38), but their derivatives are. The angles acts as external inputs to the system dynamics through the saturating geometric functions cos and sin, and are thus treated as bounded inputs in the analysis. See Figure 3.3.

**Figure 3.3:** Structure illustrating the proof. By Theorem 3.2, the feedback law (3.57) renders the origin of $[z_1, z_2]$ globally asymptotically stable. The signal $\alpha_{4,5}$, needed by (3.57), is shown to be bounded. The load angles act on both sub-systems through the saturating trigonometric geometric functions cos and sin, and $\nu_{4,5}$ is bounded by (3.60).

### 3.5.4 Implementational Aspects

When implementing backstepping controllers, it is often advantageous to re-write the final control output in the original UAV coordinates to facilitate easier tuning of the various gains. Indeed, by re-writing the controller equation (3.57), and define the error signal $\tilde{p} := p - r$, the PID-like structure can be recovered:

$$F = \beta(\cdot) + G(\eta) + (m_L + m_c)\ddot{r} - K_d \dot{\tilde{p}} - K_p \tilde{p} - K_i \int_0^t \tilde{p} \, d\tau$$

(3.64)
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where we recognize the gravity compensation, reference acceleration feed forward, the proportional, derivative and integral feedback terms. In addition, the stabilizing load compensator $\beta(\cdot)$ which is a function of $(\eta, \nu, r, \dot{r}, \alpha_{4:5})$, acts to cancel the effects of the suspended load. It is given by

$$\beta = C_{1:3,4:5}(\eta, \nu)\alpha_{4:5} + M_{1:3,4:5}\dot{\alpha}_{4:5}$$  \hspace{1cm} (3.65)

and where $\alpha_{4:5}$ is driven by the dynamic constraint

$$M_\alpha\dot{\alpha}_{4:5} = -(D_\alpha + C_\alpha(\eta, \nu) + K_{2,4:5})\alpha_{4:5}$$
$$- G_{4:5} + K_{2,4:5}\dot{\Theta} - M_{4:5,1:3}(\eta)(\ddot{r} - K_4\dot{p})$$  \hspace{1cm} (3.66)

and the gains are given by

$$K_p = I + K_{2,1:3}K_1 + \rho I$$  \hspace{1cm} (3.67)
$$K_d = (m_L + m_c)K_1 + K_{2,1:3}$$  \hspace{1cm} (3.68)
$$K_i = \rho K_1$$  \hspace{1cm} (3.69)

As the dominating elements of (3.64) are the proportional and derivative terms, (3.67)–(3.69) allows the use of tools like pole-placement for linear systems to be used when tuning the final controller.

3.5.5 Generating Reference Signals

The controller presented above requires a smooth $C^3$ trajectory. Given a sequence of waypoints given by the operator, the trajectory can be generated by feeding the waypoints through a reference model of sufficient order. Consider a fourth order low-pass filter:

$$x^{(4)} + 4\zeta\omega_0 x^{(3)} + (2 + 4\zeta^2)\omega_0^2 x + 4\zeta\omega_0^3 + \omega_0^4 x = \omega_0^4 x_d$$  \hspace{1cm} (3.70)

where $x \in \mathbb{R}^3$ is the reference signal, $x_d \in \mathbb{R}^3$ is the current desired position (waypoint), and $\zeta, \omega \in \mathbb{R}$ are tuning parameters. Consider only the first dimension of $x$, a reference position of $x_{d,1} = 20$ would give the trajectory illustrated by the dashed lines in Figure 3.4. However, this is not a feasible trajectory for the UAV as the UAV encompasses certain dynamic constraints, like maximum acceleration and jerk, that is not taken into account. Further, the operator would typically like to set a prescribed velocity for the maneuver. Thus, in this work, we re-arrange (3.70) as a set of cascaded controllers, and impose saturations on each level of the cascade to facilitate the constraints of the UAV. That is;

$$x^{(4)} = u$$  \hspace{1cm} (3.71)
$$\tau_1 = \text{sat}(k_1(x^d - x), v_{max})$$  \hspace{1cm} (3.72)
$$\tau_2 = \text{sat}(k_2(\tau_1 - x^{(1)}), a_{max})$$  \hspace{1cm} (3.73)
$$\tau_3 = \text{sat}(k_3(\tau_2 - x^{(2)}), j_{max})$$  \hspace{1cm} (3.74)
$$u = k_4(\tau_3 - x^{(3)})$$  \hspace{1cm} (3.75)
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The parameters \( k_i, i \in \{1, \ldots, 4\} \) are found by inspection of (3.70) as

\[
\begin{align*}
  k_4 &= 4\zeta\omega_0 \\
  k_2 &= \frac{4\zeta \omega_0^3}{k_4 k_3} \\
  k_3 &= \frac{(2 + 4\zeta^2)\omega_0^2}{k_4} \\
  k_1 &= \frac{\omega_0^4}{k_4 k_3 k_2}
\end{align*}
\]

We are now able to impose constraints on the motion by setting \( v_{max}, a_{max} \) and \( j_{max} \) appropriately. Consider again the first dimension, with the aforementioned constraints set \( 3 \text{ m/s}, 1.5 \text{ ms}^2 \) and \( 3 \text{ m/s}^3 \) respectively, the resulting trajectory can be seen by the solid lines in Figure 3.4. Clearly, we see that the response is slower, but complies the constraints. This reference-model is now used to generate feasible, smooth \( C^3 \) trajectories for the controller.

![Reference model step response](image)

**Figure 3.4:** Step response of the reference model. The dashed lines corresponds to a regular low-pass filter, while the solid lines represents the response of the augmented reference model, which complies with the dynamical constraints of the UAV.

3.6 Experimental Validation of the Controller

This section presents the results of the performance of the controller structure derived above. The results are verified in a numerical simulation and in a UAV experiment with the equipment as described in Chapter 2, with a step-like trajectory.

The simulation parameters are set to match that of the experimental platform, and are summarized in Table 3.1. The simulation is conducted in MATLAB, using the model presented Section 3.3. Integration is performed using *Runge-Kutta-4* at 20 Hz.
3.6.1 Step-like Trajectory

In this validation case, the desired trajectory is a 20 m displacement in the horizontal plane. In both the simulation and experiment, the controller needs to compensate for an unknown wind disturbance. Figure 3.5 illustrates the distance traveled during the test, while Figure 3.6 shows the tracking-error of the controller in both the experimental and simulated setting. As can be seen, the controller tracks the desired trajectory satisfactorily, where in the experimental case the average tracking error is 12.5 cm. There are peaks approaching 60 cm however, which corresponds to the time when the UAV stops at the final position. The wind disturbance estimation magnitude is illustrated in Figure 3.7, which we see for the simulation case that the controller approaches the correct steady-state value. In the experimental case, we see fluctuations, which is induced by wind gusts and the elevated tracking error during aggressive parts of the maneuver. As Figure 3.8 shows, there is naturally a substantial load deflection during acceleration. Especially for the simulated case, we see that the load continues to oscillate when the UAV reaches hover state. Due to un-modeled effects the response in the experiments are of lower amplitude, but the oscillations are clearly visible. In the next section, we discuss how to design the reference trajectory as to minimize the suspended load swing.

![Figure 3.5](image1)

**Figure 3.5:** The distance of the trajectory during the step test case. The deviation from the desired trajectory can be seen in Figure 3.6.

### 3.7 Suppression of Suspended Load Swing

To safely transport a suspended payload with an UAV, the swing motion of the payload should be kept small. This type of problem has a vast history in the literature, especially for usage on overhead cranes [1], but also on various flying
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![Step Tracking Error](image)

**Figure 3.6:** Tracking error when running the controller with a step-input. The desired position is 20 m away from the initial position.

![Wind Disturbance Magnitude](image)

**Figure 3.7:** Magnitude of the wind disturbance estimation during the step test case. In the simulated case, the magnitude trends towards the unknown constant bias. For the experimental case, the wind estimate fluctuates significantly more due to the shifting wind conditions during the experiment.

![Angular Displacements](image)

**Figure 3.8:** Angles of the suspended load running the step type trajectory. The lower-left plot illustrates the Power Spectral Density over the frequency range of pendulum swing.
3.7. Suppression of Suspended Load Swing

The use of Input Shaping is one of the most practical open-loop control strategies for these problems, and has been widely used [118]. Its main concept is that by giving the UAV two consecutive step inputs, the oscillatory response between the two cancels each other out, and resulting in a oscillation free maneuver. However, as it is open loop, it is sensitive to modeling uncertainties.

The impulse response of the simplest input-shaping filter \( I \) can be seen in Figure 3.9 as two pulses at times \( t_1 = 0 \) and \( t_2 \), of amplitudes \( A_1 \) and \( A_2 \), respectively. Given the damped natural frequency \( \omega_d \) and damping ratio \( \zeta \), the filter coefficients can be calculated as [16]:

\[
\begin{align*}
t_1 &= 0 \\
A_1 &= \frac{1}{1 + K} \\
A_2 &= \frac{K}{1 + K} \\
K &= \exp \left( \frac{-\zeta \pi}{\sqrt{1 - \zeta^2}} \right)
\end{align*}
\]

For a suspended load, the natural frequency of oscillations is given by \( \omega_n = \sqrt{g/L} \). Given a reference trajectory \( \mathbf{\xi}(t) := [r(t), \dot{r}(t), \ddot{r}(t)] \), the resulting desired trajectory is obtained by the convolution of the shape filter:

\[
\mathbf{\xi}_I = \mathbf{\xi} * I
\]

**Figure 3.9:** Impulse response of the input shape filter \( I \), tuned after the frequency response of the pendulum-motion of the suspended load.

In Figure 3.10, an illustrative example shows the effect of shaping the reference trajectory in this matter. As can be seen, the response is lagging behind the original trajectory, but the residual swings are greatly reduced.

Another technique would be to use feedback from a measured load angle as means to damp the oscillatory motion of the suspended load. In this article, we are utilizing an approach called Delayed feedback control [18] to actively damp the swing motion. As illustrated in [18], it is capable of damping out the residual swing during hover or steady transit. The technique is based on adding a feedback-component from the measured deflection angle on the reference signal sent to the controller. Consider the one dimensional auxiliary reference signal

\[
x_r(t) = G_d L \sin (\theta_L(t - \tau_d))
\]

where \( G_d \) and \( \tau_d \) are design-parameters, designed as to dampen out the swing load. As can be seen, the added reference signal purposefully induces a delay in the feedback loop to achieve the damping. While the readers are referred to [18] for
3. Single Multirotor UAV with Suspended Load

details on the design procedure, for the multirotor UAV we utilize the following parameters:

\[ G_d = 0.325, \quad \tau_d = 0.325 \frac{2\pi}{\omega_d} \quad (3.81) \]

To utilize the delayed feedback controller, consider the y-axis equivalent of (3.80), \( y_r(t) = -G_d L \sin(\phi_L(t - \tau_d)) \), and aggregate the first and second derivatives to

\[ \xi_D = \begin{bmatrix} x_r & y_r & 0 & \dot{x}_r & \dot{y}_r & 0 & \ddot{x}_r & \ddot{y}_r & 0 \end{bmatrix} \quad (3.82) \]

The structure of the total feed forward plus delayed feedback reference generator can then be seen in Figure 3.11. This is a similar structure as presented in [18].

\[ r_d \xrightarrow{\text{Reference Model}} \bar{\xi} \xrightarrow{\text{Input Shaping}} \xi_l \xrightarrow{\text{Delayed Feedback}} \xi_D \]

**Figure 3.11:** Traditional overall structure for combining feed-forward input shaping with delayed feedback for trajectory generation.

An example showcasing the delayed feedback controller (compared with the input-shaping feed forward) is seen in Figure 3.12. As can be seen, the feedback...
controller is removing all of the residual oscillations. However, during start and stop, it produces unnecessary large oscillations in the load angle and resulting UAV velocity, as can be seen by the peak in Figure 3.12.

![Figure 3.12: The delayed feedback controller cancels out the residual swing, but produces unwanted peaks in reference velocity.](image)

As can be deducted from this, the feedforward shaping filter does a good job during the transients, but are susceptible to modeling errors and residual swings. The feedback term on the other hand, is overreacting during the transients but does a good job at canceling the lingering oscillations. The direct combination of the two, as illustrated in Figure 3.11, does a fairly decent job at maintaining the benefits of both terms. But, there is still some unwanted velocity peaks and overreacting from the feedback structure during the transients. This is kind of natural, as the job of the feedforward is to allow an initial swing, but then cancel it by the second impulse. By having the feedback term active all of the time, it renders parts of the feedforward terms more inaccurate. Thus, we would like to smoothly disable the feedback term during the transients.

By examining the full dynamic model in (3.29), it can be observed that the UAV only influence the suspended load motion through acceleration. Thus, we propose to introduce a smooth gain-scheduling approach for the delayed feedback, using the recent history of reference acceleration as input. Specifically, let

\[ a_k := \begin{bmatrix} a_k & a_{k-1} & a_{k-1} & \cdots & a_{k-N} \end{bmatrix} \]  

(3.83)

where \( a_k := ||\ddot{r}(t_k)|| \in \mathbb{R} \) is the total reference acceleration at time \( t_k \), for some constant number of samples \( N \). Further, let \( p_k \) be the percentage of values in \( a_k \) less than a acceleration threshold \( a_t \). That is;

\[ p_k = \frac{1}{N} \sum_{i=0}^{N} \begin{cases} 1 & \text{if } a_{k-i} < a_t \\ 0 & \text{else} \end{cases} \]  

(3.84)
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Let $p_k$ be the input to a sigmoid-type function. We utilize the logistic function

$$S(p_k) := \frac{1}{1 + e^{-k(p_k - p_c)}}$$  \hspace{1cm} (3.85)

where $k, p_c \in \mathbb{R}$ can be tuned to vary the shape of $S(p_k)$. Figure 3.13 shows such a sigmoid function for $k = 30, p_c = 0.7$. Subsequently, we get the structure depicted in Figure 3.14 where we can see that the sigmoid gain block $S(p_k)$ adjusts the contribution from the delayed feedback based on the reference acceleration of the unperturbed trajectory $\xi_I$. The effect of this scheme can be seen in Figure 3.15, where we can see that the residual oscillations are cancelled out and the UAV avoids the unnecessary velocity peaks.

The complete interconnected slung-load controller is now depicted in Figure 3.16.

![Sigmoid Gain Function](image)

**Figure 3.13:** Illustration of the sigmoid function. By looking at the history of reference accelerations, the gain is increased when we are at steady state for maneuvering.

![Proposed structure](image)

**Figure 3.14:** Proposed structure for combining the feed forward input shaper with delayed feedback. Using the current and recent reference accelerations from $\xi_I$, the block $S(p_k)$ smoothly activates the feedback path only on constant velocity part of a maneuver (including hover).
3.8 Experimental Validation of Controller with Swing Damping

3.8.1 Step-like Trajectory

To verify the performance of the tracking controller with the proposed swing-damping technique, we first do the same step-maneuver as in Section 3.6. Figure 3.17 shows the experimental results with and without swing damping. Clearly, there is substantially less angular motion of the suspended load with the swing damping enabled. This is also visible from the power spectral density in the lower-left of Figure 3.17, where we see that the natural frequencies are now less dominant than secondary oscillatory effects from the UAV motion. Figure 3.18 shows the lag-effect of the input shaper, where the second experiment lags a bit behind the first without the swing damping enabled. For most applications, this is a viable tradeoff when taking the pronounced benefit of the reduced load motion into account.
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Figure 3.17: Angular response during the experiment, running a step-like input. With the swing damping enabled, the oscillations are of lower amplitude and are damped faster. The lower-left plot shows the power spectral density of the angular signal.

Figure 3.18: Distance travelled during the step-like input.

3.8.2 Figure-8-like Trajectory

Further, we tested the performance for a more complicated figure-8 like trajectory which we compare with a similar trajectory without any swing damping. For both cases, the trajectory includes a 20 second hover state at the beginning the maneuver. The resulting North-East path can be seen in Figure 3.19. From Figure 3.20, it can be seen that the tracking error is of the same magnitude as without the swing damping, but looking at the angular displacements in Figure 3.22, the difference is more striking. The suggested structure is able to greatly reduce the angular displacements. The wind disturbance estimation can be seen in Figure 3.21, which in both cases varies over the course of the experiment. This is partly due to gusts, but it is also reacting to the somewhat higher average tracking error during the end of the maneuver due to aggressive turning. Also, note that due to the sequence of experiments conducted, the case where the swing damping was enabled had a soft-start of the bias estimation. However, due to the initial hover state, the controller have a reasonable time to reach estimation steady state before the maneuver commences which can be observed in the plot.
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Figure 3.19: Trajectories during the figure-8-like maneuver. The discrepancies are due to the altered desired trajectory from the swing-damping.

Figure 3.20: Tracking errors along the desired trajectory.

Figure 3.21: The estimated wind disturbance magnitude during the figure-8-like maneuver.
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![Angular Displacements](image)

**Figure 3.22:** Suspended load displacement angles during the figure-8-like maneuver. The peak of the power-spectral-density graph on the lower left corresponds to the natural oscillation frequency of the undamped load.

### 3.9 Chapter Summary and Conclusions

In this chapter, we have studied a multirotor UAV carrying a suspended load. By utilizing Kane’s equation, a nonlinear model of the interconnected dynamics was derived. Further, a trajectory tracking controller based on the backstepping technique was designed. Due to the presence of wind disturbances, the controller includes a wind bias compensator in the form of an added integral effect. The origin of the tracking error was proven UGAS and ULES.

To dampen the deflection angles of the oscillating suspended load, we considered an open-loop and a feedback type trajectory generation approach from the literature. We proposed a new method to combine these two approaches using a gain-scheduling procedure based on recent acceleration reference points.

The controller and proposed swing damping methodology was verified using both numerical simulation and experimental data from an in-house built low-cost UAV platform. All experiments were conducted outside, and implementation was done in an application framework applicable for continuous use and research.
Chapter 4

Multibody Operations and Modeling

This chapter works as an introduction to multiple UAVs carrying a suspended payload, which is the topic for Chapters 5–7. The chapter gives an overview of the related work, and gives an introduction to dynamic modeling using the equations of Udwadia-Kalaba for constrained multi-body systems. A control design based on measurement of relative load angles in stead of global positions is presented in Chapter 5, where distributed kinematic control laws are derived to ensure stability of the desired relative UAV formation. Synchronized path-following is introduced and applied to multirotor UAVs carrying a suspended payload in Chapter 6, were we consider the multirotor UAVs being able to measure the drag from the load. In Chapter 7, a passivity based design procedure is considered to generate cooperative control laws for the multirotor UAVs, where the disturbance from the suspended load is unknown. Chapter 7 also presents experimental results for the proposed controller.

4.1 Introduction

As discussed in Chapter 1, the introduction of multiple cooperating UAVs to lift a suspended load can lead to increased payload capacity, operational redundancy and a greater sense of control of the suspended load. In addition, it can open up for all new applications such as net-recovery of fixed wing UAVs using multirotors, as presented in Chapter 8. However, such operations create numerous new challenges in relation to modeling and control, which is the topic of this part of the thesis.

Compared to a single multirotor, several multirotors with a common lifting arrangement (e.g. lines) provides significantly more stability and some added flexibility to position the spatially distributed lifting arrangement in space and attitude. For example, for rendezvous with objects in order to recover and move them, the end effector could be more stably positioned (less swinging due to e.g. winds). Rather than a load at the end of a single line, a load hanging in multiple lines will be more stable and provide more accuracy in e.g. geo-survey applications where the load could include ground-penetrating radar or sensitive instruments to measure magnetic field or gravity to be moved accurately as close to the ground as possible.

For control synthesis and simulation purposes, a sufficiently elaborate dynamic
model of the interconnected UAV-slung load is needed. In the literature, this is called multi-body-systems, and several methodologies exists for the dynamic modeling of such systems.

There is a lot of nomenclature surrounding operations and control with multiple vehicles. The following presents the main terms, as used in this thesis and in the literature (e.g. [10, 92, 110]).

- **Coordinated**: Generally considered an umbrella-term for control systems involving multiple agents.
- **Centralized**: Multi-agent systems where a single control law sets the desired location or trajectory of all the agents. Typically, the control law runs on a single computer. The opposite is **decentralized** control, which also can be **distributed**, where each vehicle calculates its own control output based on information from the other agents in the group.
- **Leader-Follower**: One of the vehicles, named the leader, uses all available information to set desired setpoints or trajectories to the rest of the vehicles, commonly called follower or slaves.
- **Cooperative**: Also called synchronized control, occurs when all agents in the group tries to achieve the goal simultaneously.

Thus, for practical applications, a distributed cooperative control strategy is often preferred.

### 4.1.1 Organization of this Chapter

An overview of related work concerning suspended load transportation using multiple UAVs is given in Section 4.2. Next, a brief overview of modeling strategies for complex inter-connected multibody systems is given in Section 4.3, using both **constrained** and **unconstrained** generalized coordinates. Further, the equations of Udwadia-Kalaba is introduced as a suitable tool for generating equations of motion for the coordinated multirotor lift system in Section 4.3.1, intended to be used in a simulation environment. These equations are derived in Section 4.4, using the model of the single multirotor dynamics introduced in Chapter 3.

### 4.2 Related Work

Next, we give an overview on related work on multi-body modeling (where multiple bodies are connected to the same suspended load) and control of cooperative UAVs. In regard to multi-body modeling, the work in [22] provides comprehensive models for several popular attachment configurations. The works includes both elastic and non-elastic cables. Although comprehensive, the methodology is elaborate and hard to generalize for different configurations. See also [127] and references therein.

In [13], Kane’s method [59] is utilized to systematically generate equations of motion for \( n \) helicopter UAVs rigidly attached to a suspended payload. The equations are used for simulation and generation of reference trajectories for multi-lift operations. [17] provides a very generalized methodology to model suspended load systems using the equations of Udwadia-Kalaba [137]. This time using constrained
coordinates, it allows for a systematic procedure to generate equations for simulation purposes. The work includes the collapse and tensioning of wires, which is neglected in most other references. In addition, the models are experimentally verified on a small-scale helicopter using computer vision to capture the position of the suspended payload.

Experiments on multi-body suspended load systems are presented in [14], where the authors use three small-size helicopters to transport a video-capture device to aid in a simulated search & rescue operation. This work presented a first on such multi-lift operations using UAVs, and more details on the control system and operational aspects is given in [13, 83]. For the coordinated part of the control design, the authors use a centralized scheme, were reference trajectories for each helicopter UAV is generated from a model of the interconnected multi-body system. The additional drag and induced torque due to moment arms on the attachment point is counteracted by feed-forwarding a measurement of the forces along the suspension wire.

Geometric control theory has been applied to the multiple multirotor-slung load transportation problem in [44, 73–76]. The authors model the interconnected wires as segmented flexible links, and represents all the dynamics directly on a non-linear manifold in a singularity-free representation. Extensive stability analysis is performed, and some experimental validation is performed on an indoor setup in [45].

Control of attitude and position of a suspended load using multirotors is considered in [35, 86], which also provides experimental validation using external cameras as feedback. In [85], multirotors are equipped with gripping mechanisms to rigidly attach themself to a load, and cooperative control laws for load transportation is developed and verified experimentally on an indoor platform. Coordinated multirotor lifting operations has also been studied in [29, 58, 77, 131].

More generally speaking, coordinated control of multiple agents, often also called consensus problems, also has a vast literature. As a very brief overview; The usage of graphs to model communication networks as a basis for distributed control was discussed [34], which derives stability criterions for linear systems. [110] provides a good survey of developments up until early 2000s. For coordinated control, robustness with respect to time delays and link failures are oft discussed, see for instance [92] and references therein. A passivity-based design framework allows for systematic synchronization of nonlinear systems is introduced in [8, 10]. Synchronized path-following is the topic of [2, 55], in which multiple maneuvering controllers is coordinated to achieve formation along a pre-defined path. [55] also discusses robustness with respect to output saturations. Event-based control strategies are discussed in [26, 27], which is especially suited for distributed implementation on sensor systems with low communication and processing capacity. A notable formation control methodology applied to marine vehicles using Lagrangian multipliers is presented in [54, 102].

For UAVs carrying a suspended load, of the experimental tests conducted in [14, 35, 45, 85, 86], only [14] is performed outdoors with a UAV size suitable for real-life operations and verified with environmental disturbances.
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The goal of this section is to model a system consisting of \( m \) UAVs (multirotors), connected with \( k \) links to a suspended payload. This is a generic modeling problem and can be handled in numerous different ways. Each rigid body (the multirotors plus the suspended load) separately has 6 degrees of freedom (DOF). The interconnected constrained system thus has \( 6(m + 1) - k \) independent generalized coordinates. If we where to describe the system using these, the equations of motion can be derived using e.g. Kane’s method (as in [13], described in [28] or [5]), or by using Lagrange’s equation by the Lagrangian function ([28], [42]). These independent generalized coordinates can be difficult to find when the number of constraints are high, and the resulting equations of motion is usually derived by symbolic software such as MotionGenesis [87] (formerly Autolev).

If the generalized coordinates are chosen as dependent coordinates (also called constrained generalized coordinates [42]), the constraint forces of the system (traditionally through the use of Lagrangian multipliers) must be calculated for each step so the constraints are not violated. Various solutions to this exists, which typically involves solving Differential-Algebraic Equations (DAEs) or other augmented methods [42, Sec 8.2].

Another way of dealing with constraints on dependent generalized coordinates was proposed by Udwadia and Kalaba [137]. It bears some resemblance to other embedded methods (like [48], as presented in [42, pp. 519]), in that it uses the equations for the constrained acceleration to directly compute the constraint forces.

For the case of suspended payload discussed here, a benefit of working with dependent coordinates is that it is easy to incorporate wire collapse to the model. This can be done by simply removing that constraint from the equation when some conditions are met, as can be seen in [17]. In addition, it allows one to create modular simulators, that can add or remove bodies without needing to re-generate equations of motion. A downside is that analytical expressions in the form \( \ddot{q}_i = f(q, \dot{q}, t) \), where \( q = [q_1, \ldots, q_n]^T \) are the generalized coordinates, are generally more complex than those for independent coordinates, and are less suitable for control synthesis.

4.3.1 The Udwadia-Kalaba equation

This section follows the derivation in [15]. Consider the unconstrained Newtonian system

\[
M \ddot{q}_u = Q
\]  

(4.1)

where \( q_u \in \mathbb{R}^n \) is the unconstrained generalized coordinates of the system, and \( Q \in \mathbb{R}^n \) are generalized forces. Now, let the system be subjected to \( p \) constraints in the form

\[
A(q, \dot{q}, t) \ddot{q} = b(q, \dot{q}, t)
\]  

(4.2)

where \( A \in \mathbb{R}^{p \times n} \) and \( b \in \mathbb{R}^p \) and \( q \in \mathbb{R}^n \) the generalized coordinates of the constrained motion of (4.1).
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The system (4.1) can be transformed to a constrained system by augmenting it with a constraint force $Q_c \in \mathbb{R}^n$ as:

$$M \ddot{q} = Q + Q_c \tag{4.3}$$

In [137], (4.3) is solved by applying Gauss’s principle of Least Constraints. This principle states that the acceleration of the constrained system follows the vector closest to the unconstrained acceleration, that satisfies the constraints. This leads to a minimization problem, which can be solved using the Moore-Penrose pseudoinverse. Moreover, the constrained system’s acceleration $\ddot{q}$ can be found from (see [15] and [137]):

$$\ddot{q} = \ddot{q}_u + M^{-1/2}(AM^{-1/2})^+(b - A\ddot{q}_u) \tag{4.4}$$

where $(\cdot)^+$ denotes the Moore-Penrose pseudoinverse. This makes it possible to explicitly identify the constraint force $Q_c$ as

$$Q_c = M^{1/2}(AM^{-1/2})^+(b - A\ddot{q}_u) \tag{4.5}$$

The complete derivation (along with proofs) can be seen in [138], where the author also derives the Lagrange- and Gibbs-Appel equations from (4.4).

4.3.2 Illustrative Example

To highlight some of the differences of the above approach to some of the more conventional ones, an illustrative example is provided in this section.

Consider a pendulum of mass $m$, rigidly attached to a point, as illustrated in Figure 4.1. To model this, one must first describe the configuration of the system in terms of a choice of coordinates. The first obvious choice is $\theta$, which uniquely describes the position of the pendulum. Thus, $q = \theta$, and $q$ then are the independent coordinates of this 1 DOF system. But, we could also choose to describe the system with the variables $(x, y)$, which describes the position of the point-mass in cartesian coordinates. But, the point-mass is not free to move about on all values of $(x, y)$, it is restricted to be on the circle $x^2 + y^2 = L^2$. So, if we chose $q = [x, y]^\top$ as our generalized coordinates, we describe our system with 2 coordinates. Since our system has 1DOF, we know that 1 constraint is also present. Such generalized coordinates are thus called constrained generalized coordinates, or dependent generalized coordinates.

In the following, we illustrate how the dynamics of the pendulum can be modeled using different choices for generalized coordinates, and modeling approaches.

Lagrangian Energy formulation - Independent Coordinates

The Lagrangian (kinetic minus potential) energy function of our system is

$$L = \frac{1}{2} m L^2 \dot{q}^2 - mgL(1 - \cos q) \tag{4.6}$$

and the equation of motion are readily found as

$$\ddot{\theta} + \frac{g}{L} \sin \theta = 0 \tag{4.7}$$
Consider now the choice \( q = [x, y]^\top \). The constraint are given by
\[
x^2 + y^2 = L^2
\] (4.8)
and it can be differentiated to obtain
\[
x\dot{x} + y\dot{y} = 0
\] (4.9)
or it’s pfaffian form:
\[
xdx + ydy = 0
\] (4.10)

In lagrangian mechanics, it is typical to formulate the constraints in the following manner [42]:
\[
\sum_{j=1}^{N} a_{ij}(q, t)\dot{q}_j + b_i(q, t) = 0
\] (4.11)
where \( N \) is the number of generalized coordinates, and \( i \) is the considered constraint.
In our problem, we have a single constraint and \( N = 2 \), which gives
\[
a_{11} = a_x = x
\] (4.12)
\[
a_{12} = a_y = y
\] (4.13)
Using the Lagrangian function
\[
L = \frac{1}{2} m q^\top q - mg(L - y)
\] (4.14)
yields the equations
\[
m\ddot{x} = \lambda a_x = \lambda x
\] (4.15)
\[
m\ddot{y} = mg + \lambda a_y = mg + \lambda y
\] (4.16)
where \( \lambda \) is the lagrangian associated with our constraint. In vector-form:

\[
\begin{bmatrix}
  m & 0 \\
  0 & m \\
\end{bmatrix}
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  mg \\
\end{bmatrix}
- \lambda 
\begin{bmatrix}
  x \\
  y \\
\end{bmatrix}
\]  
\[(4.17)\]

The identification of \( \lambda \) is in general no trivial task. In this case, we can write down the virtual work done by the force \( F \) as

\[
\delta W = F \frac{x}{L} \delta x + F \frac{y}{L} \delta y
\]
\[(4.18)\]

By [42], this lets us identify \( \lambda \) as \( \lambda = F/L \). But the force \( F \) is still unknown.

**Udwadia-Kalaba equation - Constrained Coordinates**

Again, we are using \( q = [x, y]^\top \) as constrained generalized coordinates, subjected to the constraint \( x^2 + y^2 = L^2 \). According to the procedures listed in Section 4.3.1, the constraint may be twice differentiated to yield

\[
\begin{bmatrix}
  x \\
  y \\
\end{bmatrix}
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
\end{bmatrix}
= -\dot{x}^2 - \dot{y}^2
\]
\[(4.19)\]

which is of the form (4.2).

Then, we write down the equations of motion for the unconstrained system, in terms of it’s unconstrained acceleration \( a \). Since gravity is the only force applied, this is simply found as

\[
\begin{bmatrix}
  m & 0 \\
  0 & m \\
\end{bmatrix}
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  mg \\
\end{bmatrix}
\]
\[(4.20)\]

which gives \( a = [0, g]^\top \). The Udwadia-Kalaba equation now gives

\[
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  g \\
\end{bmatrix}
+ M^{-1/2}(AM^{-1/2}) + 
\begin{bmatrix}
  b - A \\
  0 \\
\end{bmatrix}
\]
\[(4.21)\]

The More-Penrose pseudo inverse of \( (AM^{-1/2}) \) can be evaluated to

\[
(AM^{-1/2})^+ = \frac{1}{m^{-1}x^2 + m^{-1}y^2} \begin{bmatrix}
  m^{-1/2}x \\
  m^{-1/2}y \\
\end{bmatrix}
\]
\[(4.22)\]

which after some algebra results in the explicit equation

\[
\begin{bmatrix}
  \ddot{x} \\
  \ddot{y} \\
\end{bmatrix}
= 
\begin{bmatrix}
  0 \\
  mg \\
\end{bmatrix}
- m \left( \dot{x}^2 + \dot{y}^2 + gy \right) \frac{x}{L^2}
\]
\[(4.23)\]

By comparing (4.17) with (4.23), we see that \( \lambda \) can be identified as

\[
\lambda = -m \frac{\dot{x}^2 + \dot{y}^2 + gy}{L^2}
\]
\[(4.24)\]

where it can be seen that the constraint force opposes the centrifugal + gravitational acceleration subjected to the pendulum.
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4.3.3 Discussion

In the foregoing sections, we have seen that choosing constrained generalized coordinates gives more complex equations of motion, as expected. Even though this example is simple, and the task of finding and using independent generalized coordinates are trivial, it is apparent that it might not be that easy when you have 4 interconnected bodies, each with 6DOF, subjected to some $k$ constraints. In addition, using constrained generalized coordinates lets you evaluate the constraint force (regardless of how the the equations are found) [42]. The general form of the equations of motion with lagrangians have the form

$$\dot{M}\ddot{q} = A(q,t)\lambda + F(q,\dot{q}, t)$$

which can be put as

$$\begin{bmatrix} M & -A^T \\ -A & 0 \end{bmatrix} \begin{bmatrix} \ddot{q} \\ \lambda \end{bmatrix} = \begin{bmatrix} F(q,\dot{q}, t) \\ b(q,\dot{q}, t) \end{bmatrix}$$

This is called a differential-algebraic equation as mentioned previously, and special solvers exists to solve these. But they are prone to numerical drift and are computationally complex, and have thus not been widely implemented by dynamics researchers [42]. Refer to [20] for a comprehensive discussion on the topic. The equations are often solved by augmented or embedded methods as described in [42] and [5].

The equations of Udwadia-Kalaba utilizes the More-Penrose pseudo inverse to embed the solutions of each $\lambda$ into the equations of motion. This is nothing new, and by asserting certain conditions on the constraints (such as linear independence), other general inverses can be used [42, pp. 519]. However, no such conditions (other than feasibility) of the constraint are needed when using Udwadia-Kalaba. The downside is that the solution of the pseudo inverse is often hard to find by hand. But, there are numerous numerical solvers for this, and most symbolic mathematical software (such as MATLAB) has the capability to give analytical results. Further investigations into the numerical burden of the pseudo-inverse can be seen in [31] and [30]. The latter reference also includes some studies where students are asked which modeling techniques they preferred for various situations. The results showed that the students found the algebraic burden complex for hand-solving the equations of motion using Udwadia-Kalaba, but the numerical implementation was much easier than other methods.

4.4 Equations of Motion for Multi-Lift Operations

The goal of this section is to derive the equations of motion for our system by the use of Udwadia-Kalaba’s equation (4.4). This section follows a similar procedure as given in [17]. We begin by defining our generalized coordinates. For each body $b$ (multirotor + payload), let $p^b_n \in \mathbb{R}^3$ represent the position of that body in NED, and $\Theta^b$, the orientation of that body, given in euler angles. The notation $(\cdot)^b_{ji}$ means that $(\cdot)$ concerns multirotor $j$ and wire $i$, represented in the frame $\{n\}$. $(\cdot)^b_l$ (subscript $l$) represents the load. We have $k$ multirotors. The generalized coordinates are thus:
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\[ q = [p_1^n \quad \Theta_1 \quad \ldots \quad p_k^n \quad \Theta_k \quad p_l \quad \Theta_l]^\top \] (4.27)

We assume that we have the model for each separate (unconstrained) body. This is given in Section 3.2 as

\[ M_b \dot{\nu}_b + C\nu = \tau_{RB} \] (4.28)

But, \( \dot{\nu}_b \) cannot be used as a generalized acceleration, as it is differentiated in it’s body-frame. But, we know that the equation of motion can be written

\[ M_b \begin{bmatrix} a_b^k \\ \alpha_b^k \end{bmatrix} = \tau_{RB} \] (4.29)

where \( a_b^k \) are the acceleration represented in the body-fixed frame (specific force), and \( \alpha_b^k \) is specific torque. This can be used as generalized acceleration.

The next step is to create the constraint equation, as given in (4.2).

4.4.1 Constraint equation

In this section, the constraint equations for our system will be derived. Let \( i \) represent a wire. The notation \( \cdot \)^\( n \)\_\( j \) means that \( \cdot \) concerns multirotor \( j \) and wire \( i \), represented in the frame \( \{n\} \). \( r^j_{ji} \) is the attachment point of wire \( i \) at multirotor \( j \), represented in multirotor \( j \)’s body fixed frame.

In the following, let \( k \) multicopters be connected to a single suspended load with a total of \( p \) wires. For each wire \( i \), \( j \) represents the multirotor connected through wire \( i \) to the payload (denoted \( l \)).

\[ j(i) : \{1, \ldots, p\} \rightarrow \{1, \ldots, k\} \] (4.30)

Further, let it be implicit that \( j := j(i) \).

![Illustration of the system. Several multicopters, located at \( p_j^n \), are connected to a suspended load. The attachment-points are given as \( r^j_l \). Inspired by similar illustrations in [17].](image)

Figure 4.2: Illustration of the system. Several multicopters, located at \( p_j^n \), are connected to a suspended load. The attachment-points are given as \( r^j_l \). Inspired by similar illustrations in [17].
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The constraints are on the length of each wire. Let \( \mathbf{L}_i \) be the wire connecting the payload and a multirotor. See Figure 4.2. The wire-vector \( \mathbf{L}^n_i \) are given by:

\[
\mathbf{L}^n_i = \mathbf{p}_{1hj} + \mathbf{r}^n_{hi} - \mathbf{p}_t - \mathbf{r}^n_{li}
\]

which can be written as

\[
\mathbf{L}^n_i = \mathbf{p}_{1hj} + \mathbf{R}^n_{hj} \mathbf{r}^n_{hi} - \mathbf{p}_t - \mathbf{R}^n_{li} \mathbf{r}^l_{li}
\]

\( \mathbf{L}^n_i \) is now a function of the position of the involved multirotor (\( \mathbf{p}_{1hj} \)), the position of it’s attachment point in it’s body frame (\( \mathbf{r}^n_{hi} \)), and likewise with the load (\( \mathbf{p}_t \) and \( \mathbf{r}^l_{li} \)).

Since the constraint concerns the wire length and distance between the connected objects, let the constraints concern the norm of \( \mathbf{L}_i \):

\[
g_i = ||\mathbf{L}_i^n||^2 - d_i^2 = (\mathbf{L}_i^n)^\top \mathbf{L}_i^n - d_i^2 = 0
\]

where \( d_i \) is the length of wire \( i \). Now, \( g_i \) can be differentiated twice to achieve:

\[
\dot{g}_i = \frac{d}{dt} g_i = 2 \dot{\mathbf{L}}_i^\top \mathbf{L}_i = 0
\]

\[
\ddot{g}_i = 2 \ddot{\mathbf{L}}_i^\top \mathbf{L}_i + 2 \dot{\mathbf{L}}_i^\top \dot{\mathbf{L}}_i = 0
\]

The derivatives of \( \mathbf{L}_i \) can be found by:

\[
\dot{\mathbf{L}}_i = \dot{\mathbf{p}}_{hj} + \dot{\mathbf{R}}^n_{hj} \mathbf{r}^n_{hi} - \dot{\mathbf{p}}_t - \dot{\mathbf{R}}^n_{li} \mathbf{r}^l_{li}
\]

\[
\ddot{\mathbf{L}}_i = \ddot{\mathbf{p}}_{hj} + \ddot{\mathbf{R}}^n_{hj} \mathbf{r}^n_{hi} - \ddot{\mathbf{p}}_t - \ddot{\mathbf{R}}^n_{li} \mathbf{r}^l_{li}
\]

The first and second derivative of \( \mathbf{R}^n_b \mathbf{r}^b_b \) can be found as:

\[
\dot{\mathbf{R}}^n_b \mathbf{r}^b_b = \frac{d}{dt} \mathbf{R}^n_b \mathbf{r}^b_b = \mathbf{R}^n_b \mathbf{S}(\omega^b_{b/n}) \mathbf{r}^b_b = -\mathbf{R}^n_b \mathbf{S}(\mathbf{r}^b_b) \omega^b_{b/n}
\]

\[
\ddot{\mathbf{R}}^n_b \mathbf{r}^b_b = -\ddot{\mathbf{R}}^n_b \mathbf{S}(\mathbf{r}^b_b) \omega^b_{b/n} - \dot{\mathbf{R}}^n_b \mathbf{S}(\mathbf{r}^b_b) \omega^b_{b/n}
\]

According to [28],

\[
\frac{d}{dt} \omega^b_{b/n} = \frac{b}{d} \omega^b_{b/n}
\]

Thus,

\[
\ddot{\mathbf{R}}^n_b \mathbf{r}^b_b = \mathbf{R}^n_b \mathbf{S}(\omega^b_{b/n}) \mathbf{S}(\omega^b_{b/n}) \mathbf{r}^b_b - \mathbf{R}^n_b \mathbf{S}(\mathbf{r}^b_b) \omega^b_{b/n}
\]

This will make \( \mathbf{L}_i \) a function of \( \dot{\mathbf{p}}_b^n \) and \( \dot{\omega}^b_{b/n} \). This needs to be converted to generalized coordinates, represented in \( \{b\} \). This can be done by

\[
\mathbf{a}_b = \mathbf{R}^n_b \dot{\mathbf{p}}_b^n
\]
and

\[ \dot{\omega}_{b/n}^b = I_b^{-1} m_{b}^b - I_b^{-1} S(\omega_{b/n}^b) I_b \omega_{b/n}^b \]  \hspace{1cm} (4.43) \]

Inserting (4.42)–(4.43) into (4.41) yields:

\[ \ddot{R}_{b/n}^b r_b^b = R_{b/n}^b S(\omega_{b/n}^b) S(\omega_{b/n}^b) r_b^b - R_{b/n}^b S(r_b^b) \alpha_b^b \]
\[ - R_{b/n}^b S(r_b^b) I_b^{-1} S(\omega_{b/n}^b) I_b \omega_{b/n}^b \]  \hspace{1cm} (4.44) \]

This can now be inserted back into (4.35). This can further be restructured to the desired form to yield:

\[ \ddot{g}_i = 2 \dot{L}_i^T \dot{L}_i + 2 \ddot{L}_i^T L_i \]
\[ = 2 \dot{L}_i^T \dot{L}_i + 2 \dot{L}_i^T \left( R_{hj}^n a_{hj}^b - R_{hj}^n S(r_{hj}^b) \alpha_{hj}^b - R_i^n a_i^b + R_i^n S(r_i^b) \alpha_i^b \right) \]
\[ + 2 \dot{L}_i^T (\Upsilon_{hj} - \Upsilon_l) \]  \hspace{1cm} (4.45) \]

This can be factored as

\[ A_i \ddot{q} = b_i \]  \hspace{1cm} (4.46) \]

where the matrices matrices \( A_i \) and \( b_i \) can be identified as

\[ A_i = 2 \dot{L}_i^T \begin{bmatrix} 0_{3 \times (j-1)} & R_{hj}^n & -R_{hj}^n S(r_{hj}^b) \\ 0_{3 \times (m-j)} & -R_i^n & R_i^n S(r_i^b) \end{bmatrix} \]  \hspace{1cm} (4.47) \]

\[ b_i = 2 \dot{L}_i^T \dot{L}_i + 2 \dot{L}_i^T (\Upsilon_{hj} - \Upsilon_l) \]  \hspace{1cm} (4.48) \]

The complete constraint equation for all constraints to the form (4.2) can then be created by

\[ A = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_p \end{bmatrix} \quad b = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_p \end{bmatrix} \]  \hspace{1cm} (4.49) \]

4.4.2 Simulation Steps

Let \( \ddot{q} \) be the vector of generalized accelerations. To calculate this using the Udwadia-Kalaba equation, we need the generalized unconstrained accelerations. These can be obtained by:
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\[ \ddot{q}_u = M^{-1} \tau_{RB} \]  

(4.50)

where \( M \) diagonal concatenation of the indivudual mass-matrices, and \( \tau_{RB} \) contains the stacked forces for all bodies.

\( \ddot{q}_u \) is then inserted into (4.4) as

\[ \ddot{\mathbf{q}} = \ddot{q}_u + M^{-1/2}(AM^{-1/2})^+(\mathbf{b} - A\ddot{q}_u) \]  

(4.51)

The resulting constrained acceleration must be converted back to our body-differentiated form by:

\[ \dot{\mathbf{v}} = -M^{-1}C + \dot{\mathbf{q}} \]  

(4.52)

4.4.3 Simulation Example

In this example, a case with three multirotors and a suspended payload is illustrated. The payload is connected to the multirotors at an attachment-point located a downward distance of 0.1, so the load will induce a torque on the bodies. In this example, the multirotors are applied an external force equal to the constrain-forces subjected to each body (so, only artificial control). Thus, the purpose of this section is merely to show that the modeling methodology works in a case where the expected outcome is trivial. The final pose of the three multirotors can be seen in Figure 4.3.

\[ \begin{pmatrix} -1.5 \\ -0.5 \\ 0 \\ \end{pmatrix} \]

\[ \begin{pmatrix} -1 \\ -0.5 \\ 0 \\ \end{pmatrix} \]

\[ \begin{pmatrix} -1 \\ 1 \\ 0 \\ \end{pmatrix} \]

Figure 4.3: Final pose of the three multirotors connected to a payload.

The roll and pitch-motion of multirotor 1 can be seen in Figure 4.4. It is seen that the pitch stabilizes to match the vector along the wire, as expected.

4.4.4 Simulation and numerical considerations

The equations of constraints developed here, ensures that the second-order derivative of \( g_j \) equals 0. However, due to numerical error in when integrating, \( g_j = 0 \) will generally not be achieved. This will make the length of the wires drift, and is a well recognized problem in the literature [23]. As discussed in [15], several approaches to
counter this problem exists. [15] evaluates two approaches, and yields good results by applying a virtual spring-damper approach. Here, a virtual spring-damper system is added along all wires to ensure that $g_j = 0$. Further details can be found in [15] and [17].

### 4.4.5 Illustration of Dynamic Complexity

Just to make a point of the complexity of the resulting dynamic equations, and to give the reader a sense of why using the equation for model-based control synthesis directly is not necessarily feasible, consider the following example.

Let three multirotors be stationary aligned in a horizontal formation, with the equal distance $r$ to each other. Further, let a suspended load be hanging in wires of equal lengths from each multirotor, of length $pr$. Then, in this stationary case, only considering position (that is, the attitude dynamics are disregarded), the pseudo-inverse in (4.5) evaluates to:
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\[(\mathbf{AM}^{-1/2})^+ = \begin{bmatrix}
\frac{\gamma_1 \sqrt{m_c m_l}}{2r} & -\frac{\gamma_1 m_c m_l (2\rho^2 - 1)}{2r} & -\frac{\gamma_1 m_c m_l (2\rho^2 - 1)}{2r} \\
0 & \frac{\gamma_2}{4r} & \frac{\gamma_2}{4r} \\
-\frac{\sqrt{3} \gamma_1 m_c m_l (2\rho^2 - 1)}{4r} & \frac{\gamma_2}{4r} & -\frac{\sqrt{3} \gamma_1 m_c m_l (2\rho^2 - 1)}{4r} \\
\frac{\gamma_2}{4r} & \frac{\frac{m_c \sqrt{m_l}}{\gamma_4 r}}{2r} & -\frac{\frac{m_c \sqrt{m_l}}{\gamma_4 r}}{2r} \\
-\frac{m_c \sqrt{m_l}}{\gamma_4 r} & \frac{\frac{m_c \sqrt{m_l}}{\gamma_4 r}}{2r} & \frac{\frac{m_c \sqrt{m_l}}{\gamma_4 r}}{2r} \\
0 & 2r(m_l + 3m_c \rho^2 + m_l \rho^2) & 2r(m_l + 3m_c \rho^2 + m_l \rho^2) \\
\frac{m_c \sqrt{m_l}}{2r(m_l + 3m_c \rho^2 + m_l \rho^2)} & \frac{m_c \sqrt{m_l}}{2r(m_l + 3m_c \rho^2 + m_l \rho^2)} & \frac{m_c \sqrt{m_l}}{2r(m_l + 3m_c \rho^2 + m_l \rho^2)} \\
2r(m_l + 3m_c \rho^2 + m_l \rho^2) & 2r(m_l + 3m_c \rho^2 + m_l \rho^2) & 2r(m_l + 3m_c \rho^2 + m_l \rho^2)
\end{bmatrix}\]

where

\[
\gamma_1 = \frac{1}{9m_c^2 \rho^2 + 6m_c m_l \rho^4 + 9m_c m_l + 3m_c m_l + 2m_l^2 \rho^4 + 4m_l^2 \rho^2 + 2m_l^2} \\
\gamma_2 = \frac{\gamma_1 m_c m_l (2\rho^2 - 1)}{2r} \\
\gamma_3 = m_c + 2m_l + 4m_c \rho^2 + 2m_l \rho^2 \\
\gamma_4 = 2m_l \rho^2 + 3m_c - 2m_l
\]

When including non-symmetric positions and incorporating attitude dynamics, the effect of the dynamic coupling in these multi-lift systems is clear.

4.5 Chapter Summary

In this chapter, an introduction to multi-body operations was given. After an overview of related work, the chapter focused on modeling of the complex dynamics of multiple multirotor UAVs connected to a suspended payload. An introduction to different modeling techniques was given, and the equations of Udawadia-Kalaba was chosen as an effective way to create a modularized simulation environment, suitable for numerical verification of the controllers studied in the rest of this thesis.
Chapter 5

Distributed Kinematic Control


5.1 Distributed Kinematic Control

The purpose of this chapter is to derive a kinematic control law to guide a group of multicopters to perform a transport maneuver of a suspended load. The chosen approach is to be used for a commercial multirotor with an autopilot, as seen in Figure 5.1. The autopilot takes desired Euler angles and desired thrust as input signals.

Feedback to the kinematic controller is given by angle sensors, which measures the relative angle between the multirotor and the load. The overall kinematic controller uses an approach that somewhat resembles the approach in [76], but in this chapter we explicitly use available measurements from the angle sensor for feedback control.

5.1.1 Organization

This chapter is organized as follows. First, for each UAV, a velocity-controller is developed that ensures that the multirotor UAV can track an input velocity setpoint. In this chapter, we assume that the drag from the suspended load can be measured and cancelled by the controller. Next, in Section 5.1.3, a distributed motion controller is developed, which by using only local measurements of the angles of the suspension wire, achieves a desired relative formation. In Section 5.2, two simulation studies are conducted. The first studies realization of the desired formation, while the latter also considers the transportation of the load to a pre-defined point. Section 5.3 summarizes and concludes the chapter.
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Figure 5.1: Block diagram of the system. The boxes “autopilot” and “multirotor” are commercially available systems. $\mu$ and $l$ represents relative angle between the multirotor and the suspended load. The velocity and kinematic controllers are discussed in 5.1.2 and 5.1.3, respectively.

5.1.2 Kinematic Control

As discussed in Section 3.3, the multirotor autopilot takes the Euler angles $\Theta$ and a thrust force $f$ as input. The translational force in $\{n\}$ generated from the multirotor propellers are given by

$$\tau^n = R^b_n \begin{bmatrix} 0 \\ 0 \\ -F \end{bmatrix} \quad (5.1)$$

where $F = kf$. This can be expanded to:

$$\tau^n_x = -kf (\sin \psi \sin \phi + \cos \psi \cos \phi \sin \theta) \quad (5.2)$$

$$\tau^n_y = -kf (\cos \psi \sin \phi + \sin \theta \sin \psi \cos \phi) \quad (5.3)$$

$$\tau^n_z = -kf (\cos \phi \cos \theta) \quad (5.4)$$

By using (5.2)–(5.4), Algorithm 5.1 summarizes how to generate desired angles based on a desired force in $\{n\}$.

**Algorithm 5.1** (Generation of translational forces). *Given desired force $F^n_d \in \mathbb{R}^3$ to be applied by the motors. Let $\phi$, $\theta$, and $\psi$ be current roll, pitch and yaw angle, respectively. The goal is to create desired angles $\phi_d$, $\theta_d$ and $\psi_d$ to realize the desired force.*

1. Using (5.4), set $f = -F^n_{d,z}/(kf \cos \theta \cos \phi)$ to gain upwards thrust and compensate for multirotor tilt.

2. Using the current yaw angle $\psi$ and $F$ from Step 1, (5.2)–(5.3) becomes a set of two equations with two unknowns. Setting $\psi_d = 0$, gives

$$\tau^n_x = -kf \cos \phi_d \sin \theta_d \quad (5.5)$$

$$\tau^n_y = kf \sin \phi_d \quad (5.6)$$
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which can be solved for $\phi_d$ and $\theta_d$.

As shown in Section 3.3, the translational motion in \{n\} can be written as:

$$m\dot{v}_n^n = F_g^n + F_l^n + \tau^n$$

(5.7)

where $F_g^n$ and $F_l^n$ is pull by gravity and the load. The load disturbs the motion of the helicopter with a force $|F_l|$ pointed along the wire. The direction of the wire is represented by the angles $[\mu, l]^\top$, which is defined by Figure 5.2. The components of this force can be calculated as

$$F_l^n = \begin{bmatrix} F_{l,x} \\ F_{l,y} \\ F_{l,z} \end{bmatrix} = \begin{bmatrix} -|F_l| \cos l \cos \mu \\ -|F_l| \sin l \cos \mu \\ |F_l| \sin \mu \end{bmatrix}$$

(5.8)

The pull from the suspended load needs to be compensated for, in addition to gravity. Let the desired thrust in \{n\} be:

$$\tau^n = -F_g^n - F_l^n + \alpha$$

(5.9)

where $\alpha$ is an additional control force to be designed. Given reference velocities $v_d^n$ in \{n\}, we propose the following control law:

**Theorem 5.1.** Given a desired velocity $v_d^n$, the controller

$$\alpha = m\dot{v}_d^n + K_p(v_d^n - R^n_b \nu_1) + K_d(\dot{v}_d^n - R^n_b (S(\nu_2)\nu_1 + \dot{\nu}_1))$$

(5.10)

where $K_k \in \mathbb{R}^{3 \times 3} = K_k > 0, k \in \{p, d\}$ will render the equilibrium point $v^n = v_d^n$ of (5.7) exponentially stable (GES).

**Proof.** Let $\tilde{v} := v^n - v_d^n$. By using $\nu_1 = (R^n_b)^\top \dot{\eta}_1$ and $\dot{\nu}_1 = (R^n_b)^\top \dot{\eta}_1 + (R^n_b)^\top \dot{\eta}_1$, inserting into (5.10) yields:

$$\alpha = m\dot{v}_d^n - K_p \tilde{v} - K_d \dot{\tilde{v}}$$

By using (5.7), we get

$$\dot{\tilde{v}} = -(mI + K_d)^{-1}K_p \tilde{v}$$

which proves that the zero-equilibrium $\tilde{v} = 0$ is GES.

5.1.3 Group Coordination

Let the position of multirotor $j$ relative to the load be expressed in the spherical coordinates $[l_j, \mu_j, d_j]$, as described in Figure 5.2. Then, the desired velocity calculated from the following controller will bring the system into a desired configuration:

**Theorem 5.2.** Let $l_d \in \mathbb{R}^m$ be evenly distributed in $(-\pi \ldots \pi)$. Given desired configuration angle $\mu_d$, $n$ multirotors will evenly distribute themselves with the kinematic control law

$$v_{d,j}^n = R^n_{l,j} \begin{bmatrix} k_1(\mu_{d,j} - \mu_j) \\ -k_2(l_{d,j} - l_j) \\ 0 \end{bmatrix}^\top$$

(5.11)
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Proof. Let there be a coordinate frame \( \{l_j\} \) centered in multirotor \( j \), which is rotated such that \( z^{l,j} \) points towards the suspended load, \( y^{l,j} \) is directed along \( z^{l,j} \times z^n \), and \( x^{l,j} \) completes the right-hand rule (see Figure 5.2). Let \( u^{l,j}, v^{l,j}, w^{l,j} \) be linear velocities along \( x^{l,j}, y^{l,j}, z^{l,j} \), respectively.

A coordinate transformation between \( \{l_j\} \) and \( \{n\} \) is given by a principal rotation \( \pi + l_j \) over the \( z^n \)-axis, followed by a rotation \( \pi/2 - \mu_j \) over the \( y^n \)-axis [37].

\[
R^n_{l,j} = R_{z, \pi + l_j} R_{y, \frac{\pi}{2} - \mu_j}
\]

From the definition of \( \{l_j\} \), we have

\[
\dot{\mu}_j = du^{l,j}
\]
\[
\dot{l}_j = -dv^{l,j}
\]

Let \( (\cdot)^d := (\cdot) - (\cdot). \) Then, by \( u^{l,j} = k_1 \dot{\mu}_j \) and \( v^{l,j} = -k_2 \dot{l}_j \):

\[
\dot{\hat{\mu}}_j = -dk_1 \hat{\mu}_j
\]
\[
\dot{\hat{l}}_j = -dk_2 \hat{l}_j
\]

which makes the zero-equilibrium points in (5.13)–(5.14) exponentially stable. Set \( \mathbf{v}^{l,j}_{d,j} = [u^{l,j}, v^{l,j}, 0]^\top. \) Then, the reference velocity in \( \{n\} \) is given by

\[
\mathbf{v}^n_{d,j} = R^n_{l,j} \mathbf{v}^{l,j}_{d,j}
\]

The desired velocity \( \mathbf{v}^n_{d,j} \) gained from (5.11) is then used together with (5.10) to generate a desired thrust for each multirotor. The angles \( \mu_j \) and \( l_j \) can be measured by first measuring angles relative to \( \{b\} \) by on-board angular sensors, and supplying with information in \( \Theta \). More specifically, \( l_j \) requires knowledge of the heading \( \psi \), while \( \mu_j \) requires the current roll \( \phi \) and pitch \( \theta \) angles.

5.2 Simulation Study

5.2.1 Simulation 1: Formation stabilization

In this section a simulation with three identical multirotors will be conducted. The three multirotors are connected to a load with three ropes, assumed massless. The system is modeled using the results in Section 4.4. Each multirotor has a mass of 4 kg, while the load weights 0.5 kg. The ropes are connected to the CG of both the load and the multirotors. The autopilot is simulated with a PD-type controller with a bandwidth of 5 rad/s. The controller also has a maximum value for the roll and pitch angles set to 15° to ensure smooth flights.
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The load is initially placed at \( [0, 0, 0]^\top \), while the multirotors are placed around the load, each with a distance of \( d_j = 2 \), with the following coordinates:

\[
\begin{bmatrix}
\mu_1 \\
l_1
\end{bmatrix} = \begin{bmatrix} 30^\circ \\ -180^\circ \end{bmatrix}, \quad \begin{bmatrix}
\mu_2 \\
l_2
\end{bmatrix} = \begin{bmatrix} 45^\circ \\ -60^\circ \end{bmatrix}, \quad \begin{bmatrix}
\mu_3 \\
l_3
\end{bmatrix} = \begin{bmatrix} 60^\circ \\ 60^\circ \end{bmatrix}
\]

The desired \( \mu_d \) for all multirotors are \( \mu_d = 45^\circ \). Further, the desired \( l_d \)s are

\[ l_{d,1} = -120^\circ, \quad l_{d,2} = 0^\circ, \quad l_{d,3} = 120^\circ \]

The numerical integration is done with Runge-Kutta 4, running at 100 Hz. The results can be seen in Figures 5.3–5.5.

In the simulations, the variables \( \mu \) and \( l \) must be calculated from the current position of the load and each multirotor. Let \( \bar{x}_j = [\bar{x}_j, \bar{y}_j, \bar{z}_j] := \eta_j - \eta_l \). Then, \( \mu_j \) and \( l_j \) can be calculated by:

\[
\mu_j = \tan \left( \frac{-\bar{z}_j}{\sqrt{\bar{x}_j^2 + \bar{y}_j^2}} \right) \tag{5.16}
\]

\[
l_j = \tan(\bar{y}_j, \bar{x}_j) \tag{5.17}
\]

which is valid for \( \bar{x}_j^2 + \bar{y}_j^2 \neq 0 \), that is, when the load is not directly above or below a multirotor.

5.2.2 Results and discussions

Figure 5.3 shows the time plot of \( \mu \) and \( l \) for all three multirotors. It is seen that the controller forces \( \mu_j \) and \( l_j \) to their desired values. Further, the constrained acceleration of the load can be seen in Figure 5.4a. It is seen that after the multirotors
reach their position, they stabilize the position of the load. But, as can be seen by Figure 5.4b, the position of the load drifts a bit while they get into formation. This is due to the fact that no attempt to control the position of the load is done in this simulation. This is done in the next section.

Further, the roll and pitch of multirotor 1 can be seen in Figure 5.5. It can be seen that the stationary value is not zero, indicating that the multirotor must be tilted to compensate for the additional pull from the load-wire.

![Figure 5.3: \( \mu \) and \( l \) for all multirotors. In both 5.3a and 5.3b, the blue line is for multirotor 1, the dashed green for multirotor 2, and the dash-dotted line for multirotor 3.](image)

### 5.2.3 Simulation 2: Load transport

The start of this simulation is identical to that of the previous section, but here, after a stable formation is reached, an additional velocity component is inserted to transport the load to a desired location. Let \( \eta_{l,d} \in \mathbb{R}^3 \) be the desired position of the load. Further, let \( \mathbf{v}^n_{d,p} \in \mathbb{R}^3 \) be the velocity component to guide the load to its desired position, be

\[
\mathbf{v}^n_{d,p} = K_l(\eta_{l,d} - \eta_l)
\]

so that after the desired configuration is reached, the total reference velocity is \( \mathbf{v}^n_{d,p} + \mathbf{v}^n_{d,j} \), where the last term is calculated from (5.15). In this simulation, \( \eta_{l,d} = [1, 5, 0]^\top \) and \( K_l = 1 \). The results of the simulation can be seen in Figures 5.6–5.9.
5.3. Chapter Summary and Conclusions

In this chapter, we have derived a nonlinear kinematic control law for cooperative load transport using multiple multirotors. The proposed control law can be used as a
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Figure 5.6: $\mu$ and $l$ for all multirotors in Simulation 2. In both 5.6a and 5.6b, the blue line is for multirotor 1, the dashed green for multirotor 2, and the dash-dotted line for multirotor 3.

(a) Simulation 2: Error in $\mu$ for multirotor 1-3 (in degrees).
(b) Simulation 2: Error in $l$ for multirotor 1-3 (in degrees).

Figure 5.7: Simulation 2: Load acceleration (5.7a) and position (5.7b). In both figures, blue, green and red represents the directions $x^n$, $y^n$ and $z^n$, respectively.

(a) Simulation 2: Load constrained acceleration.
(b) Simulation 2: Load position. It is seen that the position drifts a bit from the initial position.
guidance law for a multirotors with autopilot, and illustrates how to achieve relative formation without external positioning systems accurate enough for formation control, such as RTK GPS or external camera systems. The control-design relied on measurement of the tensile-force from the suspended load. Numerical simulations illustrates the performance of the controller.
Chapter 6

Cooperative Path Following


6.1 Introduction

This chapter considers the use of multirotor UAVs to transport a suspended payload. This load can be a variety of things, such as cargo transportation or sensor deployment. Due to the inherent capacity limitations of small multirotor UAVs, we illustrate how a team of UAVs can cooperatively transport a single payload to distribute and minimize the load on each vehicle, thus increasing the total lift capacity and operation time.

Similar problems are addressed for scale helicopters in [13], which were also validated in experiments. [35] considers motion planning and control for a team of indoor multirotors to manipulate a suspended payload, and [73] utilizes geometric control to generate coordinate-free controllers to control a suspended load in 6 degrees of freedom (DOF). In addition to distributed control, this chapter also considers synchronization between the vehicles in the mission over a communication network. Fundamental consensus algorithms for synchronization are discussed in detail in [110], utilizing graph theory to create distributed control laws under communication constraints. Passivity-based approaches are discussed in [8], [10]. See also [101] and references therein.

In [120], the authors introduce a method to solve the formation maneuvering problem. By solving individual maneuvering problems ([121], [51]), it is shown that by distributing and synchronizing their path parameterization variable, the formation problem can be solved. Utilizing graph theory ([34]), a similar framework (coordinated path-following) is introduced in [2] and applied to a team of under-actuated autonomous underwater vehicles. In [3] and [41], the coordinated path-following (CPF) problem is addressed in the presence of time delays and discrete logic-based communications, respectively.
This chapter applies the results from the above citations to the team of multirotors transporting the suspended payload. By synchronizing each UAV along a certain path, the position of the suspended load can be manipulated.

The chapter is organized as follows. First, the problem is described in more detail. The dynamical system is modeled using a combination of Newton-Euler mechanics for each individual vehicle, while the interconnected system with dynamical constraints imposed by transportation wires is modeled by the Fundamental Equation [138]. In Section 6.2, a non-linear path-following controller is designed for the multirotors by the back-stepping technique. Further in Section 6.2.1, a controller to synchronize the vehicles along the path using communication links is presented. Section 6.3 illustrates an algorithm for spatial path generation for each vehicle, that minimizes the load drag variation among the multirotors as they move along the desired load path. A speed profile is designed next, followed by numerical simulations in Section 6.4.

6.1.1 Problem Statement

Inspired by [2], we design the overall controller in two parts. First, a local controller that solves the path-following problem is employed on each vehicle:

Definition 6.1. Path-following problem ([2]):

Let $p_d(\gamma) \in \mathbb{R}^3$ be a desired path parameterized by a continuous variable $\gamma_i \in \mathbb{R}$, and $v_L(\gamma_i) \in \mathbb{R}$ a desired reference speed for vehicle $i$. Design feedback control laws for $\tau_i$, such that all the closed-loop signals are bounded, the position of the vehicle converges to and remains inside a tube centered around the desired path, and the vehicle travels at a desired speed assignment $v_L$, that is, $\dot{\gamma} - v_L \to 0$ as $t \to \infty$.

The path-following controller is designed in such a way, that it can take an extra input, $\tilde{v}_i$, as a coordination variable to speed up or slow down along the path, to synchronize its position along the path with the other vehicles. This is the coordination problem:

Definition 6.2. Coordination problem ([2]):

For each vehicle $i \in \mathcal{I} := 1, \ldots, n$ derive a control law for the speed command as a function of $\gamma_i$ and $\gamma_j$, $j \in \mathcal{N}$, such that $\dot{\gamma}_i - \dot{\gamma}_j, \forall i, j \in \mathcal{I}$ approach zero as $t \to \infty$ and the formation travels at an assigned speed $v_L$, that is, $|\dot{\gamma}_i - v_L|$ tends to zero.

The coordinated path-following (CPF) problem is the combination of the two previous stated problems. An overview of the control architecture can be seen in Figure 6.1.

6.1.2 Dynamic modeling

In this section, a dynamical model of a single UAV is first presented. The dynamic model for a the multirotor is slightly different than introduced in Chapter 3 to better fit the control-structure derived in this chapter. This is a well-studied system in the literature, and the presentation is thus quite brief. As in Chapter 4, the
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\[
\begin{align*}
\hat{p}_i &= R_{b,i}^n v \\
\dot{R}_{b,i}^n &= S(\omega_{b,i}^n) R_{b,i}^n
\end{align*}
\]

where \(v \in \mathbb{R}^3\) is the translational velocity in \(\{b\}\), \(\omega_{b,i}^n\) is the rotational velocity of \(\{b\}\) with respect to \(\{n\}\), and \(S(\cdot)\) is the skew-symmetric matrix operator defined by

\[
S(\lambda) := \begin{bmatrix} 0 & -\lambda_3 & \lambda_2 \\ \lambda_3 & 0 & -\lambda_1 \\ -\lambda_2 & \lambda_1 & 0 \end{bmatrix}
\]

for \(\lambda \in \mathbb{R}^3\).

The kinetics are given from standard Newton-Euler rigid-body dynamics:

\[
\begin{align*}
M_i \ddot{v}_i &= -S(\omega) M_i + \tau_{a,i} + \Pi \tau_{c,i} + g_i + \tau_{L,i} \\
J_i \ddot{\omega}_{b,i}^n &= S(J_i \omega_{b,i}^n) \omega_{b,i}^n + \tau_{M,i}
\end{align*}
\]

where \(M_i > 0 \in \mathbb{R}^{3 \times 3}\) is the mass matrix of the vehicle, and \(J_i > 0\) its inertia dyadic in the vehicle body fixed frame. As a multirotor is only capable of producing translational force along its z-axis, we have \(\Pi = [0, 0, 1]^T\) and the control force \(\tau_{c,i} \in \mathbb{R}\). The effect of gravity is \(g_i = R_{b,i}^n [0, 0, m_i g]^T\). \(\tau_{a,i} \in \mathbb{R}^3\) encompasses all aerodynamical forces acting on the body. \(\tau_{M,i} \in \mathbb{R}^3\) represents control momentum. \(\tau_{L,i} \in \mathbb{R}^3\) are the forces of constraint from the suspended payload.

Figure 6.1: An overview of the controller structure.
In this work, we consider the suspended payload as a point-mass with position $p_l$ and mass $m_l$, which gives the dynamics:

$$m_l\ddot{p}_l = \begin{bmatrix} 0 \\ 0 \\ m_l g \end{bmatrix} - \sum_{i=0}^{N} \tau_{L,i}$$

(6.6)

Next, we utilize the results in [139] to find the forces of constraint $\tau_{L,i}$.

### 6.1.3 Multi-body modeling

This section is based on the work by [15] and [139], and is a simplified version of that presented in Chapter 4 in that it only considers wires attached to the Centre of Gravity of the vehicles.

Consider $N$ multirotors, connected by $N$ wires from the body centre of gravity to a suspended load. The goal is to find the constraint force $\tau_{L,i}$. Note that as the suspension is done in the vehicle Centre of Gravity (CoG), the attitude dynamics are unaffected. Define the concatenated vectors $p, v$ and $\tau_L$ as

$$p := \begin{bmatrix} p_1 \\ p_2 \\ \vdots \\ p_N \\ p_l \end{bmatrix}, \quad v := \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_N \\ \dot{p}_l \end{bmatrix}, \quad \tau_L := \begin{bmatrix} \tau_{L,1} \\ \tau_{L,2} \\ \vdots \\ \tau_{L,N} \\ \tau_l \end{bmatrix}$$

(6.7)

where $\tau_l = -\sum_{i=0}^{N} \tau_{L,i}$

Consider wire $i$, connecting multirotor $i$ and the load. The line along the wire is given by

$$L^n_i = p_i - p_l$$

(6.8)

A constraint $g_i$ acting on each body is now given by

$$g_i = ||L_i||^2 - d_i^2 = 0$$

(6.9)

where $d_i$ is the nominal length of wire $i$. It’s derivatives are given by

$$\dot{g}_i = 2L_i^\top L_i$$

$$\ddot{g}_i = 2L_i^\top L_i + 2\dot{L}_i^\top \dot{L}_i = 0$$

(6.10) \hspace{1cm} (6.11)

The constraint (6.11) can now be formulated in the standard form:

$$A_i(p, v)v = b_i(p, v)$$

(6.12)

where

$$A_i = 2L_i^\top \begin{bmatrix} 0_{3 \times 3(i-1)} & R^p_{b,i} & 0_{3 \times 3(N-i)} & -I \end{bmatrix}$$

(6.13)
and
\begin{equation}
\mathbf{b}_i = -2\mathbf{L}_i^\top (\mathbf{R}_{b,i}^n \mathbf{S}(\omega_{b,i}) \mathbf{v}_i - \dot{\mathbf{p}}_i) - \mathbf{L}_i^\top \dot{\mathbf{L}}_i
\end{equation}

According to [139], the constraint force \( \tau_L \) are now given by:
\begin{equation}
\tau_L = \mathbf{M}^{1/2}(\mathbf{A}^{1/2})^+ (\mathbf{b} - \dot{\mathbf{A}} \dot{\mathbf{v}})
\end{equation}
where \( \mathbf{M}, \mathbf{A} \) and \( \mathbf{b} \) are concatenations of \( \mathbf{M}_i, \mathbf{A}_i \) and \( \mathbf{b}_i \), respectively, and \( (\cdot)^+ \) denotes the Moore-Penrose pseudo inverse.

### 6.2 Control Design

In this section, a path following controller for each UAV is designed. For notational simplicity, we skip the subscript \( i \) in this part, and it is understood that this concerns each single UAV.

Low-level control of multicopters has been extensively studied in the past, see e.g. [80] for a good review of recent advances. Thus, in this work we consider the case when each UAV is equipped with a low-level controller, handling attitude control. That is, there exists a control law for \( \tau_M \) that takes input desired roll and pitch angle, along with a desired yaw rate \( r \). In addition, as described in [80], an algorithm is embedded in the low-level controller that translates between a desired force \( \tau \) in \( \{b_i\} \) and attitude, thus giving the following dynamics:

\begin{align*}
\dot{\mathbf{p}} &= \mathbf{R}(\psi) \mathbf{v} \quad (6.16) \\
\dot{\psi} &= r \quad (6.17) \\
\mathbf{M} \dot{\mathbf{v}} + \mathbf{D} \mathbf{v} + \mathbf{g} &= \tau + \tau_L \quad (6.18)
\end{align*}

where \( \mathbf{D} > 0 \) and the term \( \mathbf{D} \mathbf{v} \) represents air drag at low speeds, \( \mathbf{R}(\psi) \) is a principal rotation about the \( \{n\} \) z-axis, and control inputs \( \mathbf{u} = [\tau \ r]^\top \).

#### Path following controller

This section will synthesize a path-following controller for the system from the previous section. Let \( \mathbf{p}_d(\gamma) \) be a desired path in \( \mathbb{R}^3 \) to follow, and \( \psi_d \) a corresponding desired yaw angle. Define the error variables as:

\begin{align*}
\mathbf{z}_1 &:= \mathbf{p} - \mathbf{p}_d(\gamma) \quad (6.19) \\
\dot{z}_\psi &:= \dot{\psi} - \dot{\psi}_d(\gamma) \quad (6.20)
\end{align*}

whose derivatives are

\begin{align*}
\dot{\mathbf{z}}_1 &= \mathbf{R}(\psi) \mathbf{v} - \mathbf{p}_d^\gamma(\gamma) \dot{\gamma} \quad (6.21) \\
\dot{z}_\psi &= r - \dot{\psi}_d^\gamma(\gamma) \dot{\gamma} \quad (6.22)
\end{align*}

Next, define the along-track speed error as:
where $v_L$ is a mission velocity known to all vehicles. Thus,

$$\dot{z}_1 = -p_\gamma^d v_L - p_\gamma^d \eta$$

For notational simplicity, we will drop the arguments on $v_L$ and the reference signals $p_d$ and $\psi_d$. Further, define the virtual control $\alpha$ as

$$z_2 := v - \alpha$$

which gives

$$M \dot{z}_2 = \tau + \tau_L - g - Dv - M\dot{\alpha}$$

**Step 1**

Let a Control Lyapunov Function (CLF) be

$$V_1(z_1, z_\psi) = \frac{1}{2} z_1^T z_1 + \frac{1}{2} z_\psi^2$$

whose derivative along the solutions are

$$\dot{V}_1 = z_1^T (R(\psi)z_2 + R(\psi)\alpha - p_\gamma v_L - p_\gamma^d \eta) + z_\psi (r - \psi_d^\gamma v_L + \psi_d^\gamma \eta)$$

Next, choose the virtual control and yaw reference as

$$R(\psi)\alpha = -K_p z_1 + p_\gamma^d v_L$$

$$r = -k_z z_\psi + \psi_d^\gamma v_L$$

which gives

$$\dot{V}_1 = -z_1^T K_p z_1 - k_z z_\psi^2 + z_1^T R(\psi)z_2 + h_1 \eta$$

where

$$h_1 = -z_1^T p_\gamma - z_\psi \psi_d^\gamma$$

**Step 2**

Let

$$V_2(z_1, z_\psi, z_2) = V_1 + \frac{1}{2} z_2^T M z_2$$

whose derivative is

$$\dot{V}_2 = -z_1^T K_p z_1 - k_z z_\psi^2 + z_2^T (R(\psi)z_1 + \tau + \tau_L - Dv - g - M\dot{\alpha}) + h_1 \eta$$
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We can express $\dot{\alpha}$ as

$$
\dot{\alpha} = \dot{\alpha} + \lambda \eta
$$

where

$$
\dot{\alpha} = (-S(r)R^T p_d^2 + R^T p_d^2 v_L + R^T p^2 v_L) v_L
$$

and

$$
h_2 = R^T p_d^2 + R^T p^2 v_L + R^T K_p p^2
$$

Assuming we know $\tau_L$, let the control $\tau$ be

$$
\tau = -\tau_L - R(\psi) z_1 + D\alpha + g + M\dot{\alpha} - K_d z_2
$$

which gives

$$
\dot{V}_3 = V_2 + \frac{1}{2} \eta^2
$$

which leads to

$$
\dot{V}_3 = -z_1^T K_p z_1 - k_2 z_2^2 - z_2^T K_d z_2 - z_2 D z_2 + h_3
$$

We are now ready to state the main result of this section.

**Theorem 6.1.** The controllers given by (6.39) and (6.44) robustly solves the path-following problem. The closed-loop state, including the path following error $|p - p_d|$ and the speed error $|\dot{v}_L - v_L(\gamma_i)|$ are bounded and input-to-state stable (ISS) from an input $\tilde{v}$.

**Proof.** By applying Youngs Inequality to (6.45), one can show that there exists $\lambda, \rho > 0$ s.t.

$$
\dot{V}_3 \leq -\lambda V_3 + \rho |\tilde{v}|
$$

Further, the zero-equilibrium of the unforced system ($\tilde{v} = 0$) is globally exponentially stable according to [61, Th. 4.10], and by direct application of [61, Th. 4.19] the system is ISS from input $\tilde{v}$.

The path-following controller here ensures that a single vehicle will follow a path $p_d(\gamma)$ along a given speed profile $v_L(\gamma)$.
6.2.1 Coordination controller

The coordination controller utilizes graph theory to represent communication links, and a brief introduction is given here.

Let $G(V, E)$ be a graph representing the interconnections of the vehicles in the networks. The set of nodes $V$ represents a vehicle, while the set of edges $E$ is a bidirectional communication link. Nodes $i$ and $j$ is adjacent if an edge exists between them. A graph $G$ is said to be connected if there exists a path between every two nodes in the graph. Let $N_i$ be the set of edges originating in node $i$. The adjacency matrix $A$ is a square matrix with rows and columns indexed by the nodes such that the $i, j$-entry of $A$ is defined by

$$A_{i,j} = \begin{cases} 1 & \text{if } j \in N_i \\ 0 & \text{if } j \notin N_i \end{cases}$$  

(6.47)

Further, the degree matrix $D$ of a graph is a diagonal matrix of the cardinality of $G$, that is

$$D_{i,i} = |N_i|$$  

(6.48)

The laplacian $L$ of a graph is defined as $L := D - A$. As an example, consider the case where a graph consists of three nodes, all connected to each other. This is a graph with three nodes and three edges, and can be represented by

$$A = \begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix}, \quad D = \begin{bmatrix} 2 & 0 & 0 \\ 0 & 2 & 0 \\ 0 & 0 & 2 \end{bmatrix}$$  

(6.49)

6.2.2 Coordination

Now, let the $n$ multirotors be connected by a bi-directional communication link. Let $G$ be the the graph describing the connectivity map, and $L$ its laplacian matrix. We assume that the graph $G$ is connected. Since the update law (6.44) has the same structure as introduced in [3], and the path-following controller is ISS by Theorem 1, we apply [2, Theorem 3] to solve the overall CPF problem.

**Lemma 6.2.** By applying the distributed feedback law

$$\dot{\tilde{v}} = -K_1 L \dot{\gamma} - K_2 (\dot{\gamma} - v_L 1 + K_1 L \gamma)$$  

(6.50)

where $\tilde{v} := [\tilde{v}_i]_{i \in I}$, $\gamma := [\gamma_i]_{i \in I}$, $\dot{\gamma} := [\dot{\gamma}_i]_{i \in I}$, $K_1, K_2$ are positive diagonal matrices, and given sufficiently large path-following gains or coordination gains, the overall closed-loop system consisting of the path following error $z_1, i \in I$, coordination error $[\gamma_i - \gamma_j]_{i \in I, j \in N_i}$, and speed error are Input-Output-practically Stable (IOpS).

**Sketch of proof.** Direct application of [2, Theorem 3] for continuous communication. The proof involves showing IOpS for the coordination error subsystem, and further application of the small-gain theorem for the interconnected system with the path-following controller. \qed
6.3 Path generation

This section illustrates how a path can be generated for each UAV, to ensure that the inter-vehicle formation is kept. In addition, the formation is designed in such a way as to minimize the difference of the load drag among each multirotor. There are two parts of this path generation. The first part describes how each vehicle $i$ should be located within the formation. The second describes how the entire formation should rotate as the load traverses the path.

**Figure 6.2:** {l}-frame. The position $p_i$ of each multirotor is parameterized by $\mu_i$ and $l_i$.

**Figure 6.3:** Along-path frame. Here, $a_t$ is along-path acceleration, $a_n$ the normal component of the acceleration, and $g$ is influence on gravity.

First, consider a load-centered load frame $\{l\}$. The orientation of this frame will be designed later, but this frame moves along a desired load path $p_L(\gamma)$. Each UAV should follow a path that has a fixed offset in this frame, parameterized by two consecutive rotations $l_i$ and $\mu_i$ about the load frame $z$ and $y$ axis, respectively (See Figure 6.2). Thus, each vehicle position in $\{l\}$ is given by

$$\rho_i^l := R_z(l_i)R_y(\mu_i) \begin{bmatrix} L_i \\ 0 \\ 0 \end{bmatrix}$$

(6.51)

where $R_\alpha(\cdot)$ is a principal rotation about an axis $\alpha \in \{x, y, z\}$, and $L_i$ is the nominal length of wire $i$. Next, we describe the $\{l\}$ frame. Let $n_L(\gamma)$ be a unit vector that is designed to be parallel and in opposite direction to the total acceleration of the load as it travels along $p_L(\gamma)$, as in Figure 6.3. In addition, we require that the
frame rotates along the tangential angle of the path. Let $R^n_l \in SO^3$ describing the orientation of $\{l\}$ with respect to $\{n\}$ be parameterized by three consecutive rotations $\psi_L, \phi_L$ and $\theta_L$:

$$R^n_l(\Theta_L(\gamma)) := R_z(\psi_L)R_x(\phi_L)R_y(\theta_L) \quad (6.52)$$

where $\Theta_L := [\theta_L, \phi_L, \psi_L]^\top$ and

$$\psi_d(\gamma) = \text{atan2}(p_{L,y}^\gamma, p_{L,x}^\gamma) \quad (6.53)$$

$$\phi_L(\gamma) = \text{arctan} \frac{\kappa(\gamma)v_L^2(\gamma)}{g} \quad (6.54)$$

$$\theta_L(\gamma) = \text{arctan} \frac{v_L^\gamma(\gamma)}{g} \quad (6.55)$$

in which we require the path $p_L(\gamma)$ to be parameterized by its path length, $v_L(\gamma)$ is the speed profile along the path and $\kappa(\gamma)$ is the curvature.

The path of UAV $i$ can thus be calculated from:

$$p_i(\gamma) = p_L(\gamma) + R^n_i(\gamma)\rho_i^l \quad (6.56)$$

**Remark 6.1.** Note that the first and second derivatives of $p_{d,i}$ are required for path-following, which results in large and computationally expensive expressions. Depending on application, practical simplification such as assuming slowly varying speed reference $v_L$ so we have $v_L^2 \approx 0 \rightarrow [\phi_L^2, \theta_L^2] \approx 0$ will greatly simplify the computations.

### 6.3.1 Speed Profile

In addition to the spatial path introduced above, a speed profile to be tracked while the vehicles traverse the path is needed. The speed-profile should be $C^2$ continuous and provide smooth velocity signals. In this work, we utilize a fifth order polynomial represented by Bernstein polynomials [32]. Further, we have four distinct phases, characterized by acceleration, constant speed, deceleration and stop, respectively. In the following, we will the describe how to compute $v_L(\gamma)$ and its derivatives in the acceleration phase. In the constant speed and stop phase, the values are trivial. The speed profile in the deceleration phase is computed in a similar manner as in the acceleration phase.

The acceleration phase is characterized by an initial speed $V_0$, a desired final speed $V_f$, and a rise time $T$ (that is, $v_L(0) = V_0$ and $v_L(T) = V_f$). **Note that when combining the speed profile with a spatial path, $T$ will be a certain value of the path parameterization $\gamma$, that is, a speed at a certain point on the path.** Then, we have

$$v_L(\gamma) = \sum_{k=0}^{2} V_0 b^5_k(\frac{\gamma}{T}) + \sum_{k=3}^{5} V_f b^5_k(\frac{\gamma}{T}) \quad (6.57)$$

where $b^5_k$ is the fifth-order Bernstein basis defined by [32]:
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\begin{equation}
\binom{n}{k} = \frac{n!}{k!(n-k)!} \quad \text{for } k = 0, \ldots, n
\end{equation}

It’s derivatives are readily given by

\begin{align}
\frac{\partial v_L}{\partial \gamma} &= \frac{5}{T} (V_f - V_0) b_2^2 \left( \frac{\gamma}{T} \right) \\
\frac{\partial^2 v_L}{\partial \gamma^2} &= \frac{20}{T^2} (V_f - V_0) (b_1^3 \left( \frac{\gamma}{T} \right) - b_2^3 \left( \frac{\gamma}{T} \right))
\end{align}

An example of a complete speed profile is given in Figure 6.4. Here, we have an initial speed of \(v_L(0) = 1\), and require that \(v_L(3) = 4\). The deceleration phase starts at \(\gamma = 7\), before we have a stop at \(\gamma = 10\).

![Speed Profile](image)

Figure 6.4: An example speed profile during acceleration, constant speed and deceleration phase.

6.4 Simulation Study

In this section, we apply the controllers developed in this chapter to a team of three multirotors transporting a suspended load along a circular path of radius \(R = 10\). The paths for each vehicle is generated as in Section 6.3, with \(\mu_{1,2,3} = 60^\circ\), and \(l_1 = 0, l_2 = 120^\circ, l_3 = -120^\circ\). The simulations are conducted with the full nonlinear dynamics, including the constraint force from the payload, as developed in Section 6.1.2. Further, each UAV is equipped with a low-level attitude controller, as discussed in Section 6.2. In this simulation, the attitude controller is a simple PD structure. The maximum roll- and pitch-angle have been set to 30 degrees, to force reasonable realistic maneuvers. Each vehicle has a mass \(m = 4\, \text{kg}\), transporting a payload of mass \(m_L = 1\, \text{kg}\). Further, the speed profile is designed as in Section 6.3.1, with a maximum speed of 3 m/s, accelerating from 0.5 m/s at \(\gamma_i = 0\) to \(\gamma_i = 2R\pi/3\), a third part around the circle. The control parameters was chosen as: \(K_p = 5I\), \(K_d = 5I\), \(K_{\psi} = 1\), \(K_{\eta} = 20\), \(K_1 = K_2 = 30I\). Integration was conducted by the Runge-Kutta 4 method, at 100 Hz. Again, note that we assume that each multirotor can measure the drag from the suspended load to cancel it. Realistically, this can be achieved by an angular sensor combined with a force sensor, as demonstrated in
Further, we assume continuous communication links. However, the framework used in this chapter can easily be extended using the results in [109].

The results of the simulation can be seen in Figures 6.5–6.9. In Figure 6.5, the coordination error is illustrated. Clearly, it is seen that the error quickly converges to zero, and we have achieved coordination. Likewise, the path-following error is depicted in Figure 6.6 and shows convergence to a neighborhood around zero. The load drag on each multirotor is illustrated in Figure 6.7, and it is seen that the distribution is relatively uniform, except during the acceleration and deceleration phases. Further, in Figure 6.8, the total speed of the load as it traverses its path is shown. As can be seen, it reaches its desired speed of 3 m/s. Figure 6.9 provides snapshots of the simulation as it unfolds.

![Figure 6.5: The coordination error during the simulation.](image)

![Figure 6.6: Path-following error of each multirotor. A small error is induced when the formation changes speed quickly; this is due to the performance of the low-level controllers.](image)

6.5 Chapter Summary and Conclusions

In this chapter, we have designed a cooperative control law to transport a suspended load with a group of coordinating multirotors. The local path-following controller was analyzed by Lyapunov theory, and proven to solve the path-following problem. Coordination was achieved by applying results from the literature, most notably [3] and [41]. Further, we illustrated how to generate paths for each vehicle to minimize the variation of load drag among the vehicles to ensure smooth operations.
Numerical results verified the results, were we showed convergence of the path-following- and coordination error. Robustness-properties with respect to external disturbances needs further investigation. Our suggested methodology to minimize the load variation showed decent results, but future work should look at improving this.
Figure 6.9: Snapshots of the simulation at different times, as marked in the figure. As can be seen, the multirotors achieve their desired formations.
Chapter 7
Passivity-Based Cooperative Control


7.1 Introduction
In Chapter 6, a cooperative path-controller was designed that let the group of multirotors synchronize their position along a predefined path. A practical challenge with this procedure is the necessity of a parameterized path, which is a non-trivial task to generate for complex operations. In addition, due to the method used for the technical proof, robust control with respect to environmental disturbances is hard to incorporate (however, certain types of adaptive compensation can be applied, see [55]).

In this chapter, a position-based formation control scheme is derived. In stead of synchronizing their location along a pre-defined path, the involved multirotor UAVs use directly the measured position of each other to achieve a desired relative formation. The design procedure is based on a passivity-based framework [10], which allows for adaptive extensions to unknown payload weight and disturbances.

The chapter is organized as follows. After some preliminaries in Section 7.1.1, two control laws are presented in Sections 7.3 and 7.5. In the first, we consider the suspended load being connected to a group of multirotor UAVs by means of flexible ropes modeled as springs. Integral action is considered to compensate for the unknown payload. The dynamics of the load through the spring wires onto the multirotors are considered in a technical stability proof, which establishes stability of the origin of the link errors. The next control law improves the first result showing convergence of the link errors, by adding a feed-forward term. In this design, the total disturbance from the suspended load and environmental forces such as wind are considered unknown, but the dynamics of the suspended load are
not considered in the technical stability proof. While both controllers are illustrated through numerical simulations, experimental trials was conducted for the latter in Section 7.7, where three multirotors (each weighing 2.2 kg) cooperatively lift a weight of 2 kg.

7.1.1 Preliminaries

This section defines the kronecker product, and introduces the concept of equilibrium-independent passivity. Let the kronecker product \( A \otimes B \), \( A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{p \times q} \) be a matrix \( \in \mathbb{R}^{mp \times nq} \) defined as

\[
A \otimes B = \begin{bmatrix}
    a_{11}B & \cdots & a_{1n}B \\
    \vdots & \ddots & \vdots \\
    a_{m1}B & \cdots & a_{mn}B
\end{bmatrix}.
\]  

(7.1)

The matrix satisfies \((A \otimes B)^\top = A^\top \otimes B^\top\) and \((A \otimes I_p)(C \otimes I_p) = (AC) \otimes I_p\).

In order to prove stability of the systems described in this chapter we decompose it into subsystems and characterize the input-output properties of each individual subsystem by showing they are equilibrium independent dissipative (EID) [21, 52]. Consider a system of the form

\[
\dot{x}(t) = f(x(t), u(t)) \quad y(t) = h(x(t), u(t))
\]  

(7.2)

where there exists a nonempty set \( \mathcal{X} \subseteq \mathbb{R}^n \) such that for each \( \bar{x} \in \mathcal{X} \) there exists a unique \( \bar{u} \in \mathbb{R}^m \) satisfying \( f(\bar{x}, \bar{u}) = 0 \).

**Definition 7.1.** The system (7.2) is EID on an open set \( \mathcal{D} \subset \mathbb{R}^n \) with respect to a supply rate \( w \) if there exists a nonnegative storage function \( V : \mathcal{D} \times \mathcal{D} \to \mathbb{R}_+ \) such that \( V(\bar{x}, \bar{x}) = 0 \) and

\[
\dot{V}(x, \bar{x}) \triangleq \nabla_x V(x, \bar{x})^\top f(x, u) \leq w(u - \bar{u}, y - \bar{y})
\]  

(7.3)

for all \( x \in \mathcal{D}, u \in \mathbb{R}^m \) and for all \( \bar{x} \in \mathcal{D} \) and \( \bar{u} \) that satisfy \( f(\bar{x}, \bar{u}) = 0 \) where \( y = h(x, u) \) and \( \bar{y} = h(\bar{x}, \bar{u}) \).

This definition ensures dissipativity with respect to any possible equilibrium point rather than a particular point. This is advantageous for compositional analysis, since the equilibrium of an interconnected system may be hard to compute.

Furthermore, a system is **equilibrium independent passive** if it is EID with respect to the supply rate

\[
w(u - \bar{u}, y - \bar{y}) = (u - \bar{u})^\top (y - \bar{y})
\]

and it is **equilibrium independent output strictly passive** if it is EID with respect to the supply rate

\[
w(u - \bar{u}, y - \bar{y}) = (u - \bar{u})^\top (y - \bar{y}) - \epsilon (y - \bar{y})^\top (y - \bar{y})
\]

with \( \epsilon > 0 \).
7.2 System Description

We consider $N$ UAVs that are cooperatively carrying a suspended load. The configuration of the UAVs and the load in the $x-y$ plane are represented by an undirected graph as in Figure 7.1. We let $\eta_i \in \mathbb{R}^3$, $i = 1, \ldots, N$ and $\eta_{N+1}$ be the position of the UAVs and the suspended load, respectively.

![Figure 7.1: Undirected graph of UAVs (1, 2, 3) and the suspended load 4.](image)

For each dotted edge $\ell = 1, \ldots, T$ in the graph between UAVs we assign one vertex to be the head if it is clockwise from the other vertex. Therefore, for the configuration in Figure 7.1 vertex 1 is the head and vertex 2 is the tail along edge 1. Solid edges $\ell = T + 1, \ldots, E$ represent the cable between the UAV and the load. We assign the UAV vertex to be the head and the load vertex the tail. The incidence matrix, given by

$$M_{it} = \begin{cases} 1 & \text{if vertex } i \text{ is the head of edge } \ell \\ -1 & \text{if vertex } i \text{ is the tail of edge } \ell \\ 0 & \text{otherwise,} \end{cases}$$

(7.4)

will be used to characterize the interconnection topology.

Along each edge $\ell = 1, \ldots, E$ we define the relative position as $r_\ell(t) := \eta_i(t) - \eta_j(t) \in \mathbb{R}^3$ where $i$ and $j$ correspond to the head and tail vertices, respectively, of the $\ell$-th edge.

Since the input and output of the UAVs and the suspended load is in three dimensions the matrix $D := M \otimes I_3$ maps the position of the UAVs to the relative positions $r_\ell(t) \in \mathbb{R}^3$ along each edge $\ell = 1, \ldots, E$ by

$$r = D^\top \eta.$$  

(7.5)

As an example for the formation described in Figure 6.2 we have

$$M = \begin{bmatrix} 1 & 0 & -1 & 1 & 0 & 0 \\ -1 & 1 & 0 & 0 & 1 & 0 \\ 0 & -1 & 1 & 0 & 0 & 1 \\ 0 & 0 & 0 & -1 & -1 & -1 \end{bmatrix}$$
7.3 Design 1: Suspended Load Connected by Springs

7.3.1 System Dynamics

As described in Section 3.3, we assume a low-level attitude controller is present, and we can model the translational dynamics as:

\[ m_i \dot{v}_i(t) = -m_i g + u_{Li}(t) + \tau_i(t) \quad i = 1, \ldots, N \tag{7.6} \]

with state \( v_i(t) \in \mathbb{R}^3 \), control input \( \tau_i(t) \in \mathbb{R}^3 \), mass \( m_i \), and acceleration due to gravity \( g \in \mathbb{R}^3 \). The force applied to the UAV through the cable connected to the suspended load is \( u_{Li}(t) \in \mathbb{R}^3 \). For each UAV an internal feedback controller will be used to compensate for this unknown force.

The dynamics of the suspended load are

\[ m_L \dot{v}_{N+1}(t) = -m_L g + u_{N+1}(t) \tag{7.7} \]

with state \( v_{N+1}(t) \in \mathbb{R}^3 \), mass \( m_L \), acceleration due to gravity \( g \), and input \( u_{N+1}(t) \in \mathbb{R}^3 \) which is the sum of the forces applied to the load by the UAVs through the cables.

The edges \( \ell = 1, \ldots, T \) between UAVs do not represent a physical connection so in Section 8.3.2 a control law is proposed that acts as virtual springs oriented along the edges between the UAVs. The edges \( \ell = T + 1, \ldots, E \) between the UAVs and the load represent a flexible cable. The force transferred along this cable is modeled by a function \( h_\ell : \mathbb{R}^3 \rightarrow \mathbb{R}^3 \) which takes the form

\[ h_\ell(r_\ell) = \sigma_\ell(\|r_\ell\|) \frac{1}{\|r_\ell\|} r_\ell \tag{7.8} \]

where we assume \( \sigma_\ell : \mathbb{R}_+ \rightarrow \mathbb{R} \) is strictly increasing and onto for \( \ell = T + 1, \ldots, E \). This function can be interpreted as a spring acting between the UAV and the suspended load.

7.3.2 Control Strategy

In this section, we describe an internal feedback control for each UAV that renders it EID and compensates for the vertical force applied to it by the suspended load. Then, a formation control strategy is presented that regulates the relative position of the UAVs in the \( x \), \( y \), and \( z \) coordinates independently.
### 7.3. Design 1: Suspended Load Connected by Springs

#### Internal Feedback Control

We propose a passivity based design where the internal feedback for each UAV is

\[
\tau_i(t) = m_i g + v^d - v_i(t) - \delta_i(t) + u_i^f(t)
\]  

(7.9)

where \( m_i g \) compensates for the effect of gravity on the UAV, \( v^d \) is the desired velocity of the formation, and \( u_i^f \) is the formation control force which will regulate the relative positions of the UAVs as described in the next section. The component \( \delta_i(t) \) is updated by

\[
\dot{\delta}_i(t) = v_i(t) - v^d \quad \delta_i(0) = \hat{\delta}_i
\]  

(7.10)

where \( \hat{\delta}_i \) is an estimate of the bias force applied to each UAV. The purpose of \( \delta \) is to compensate for the vertical force applied to each UAV by the suspended load as well as compensate for other unmodeled bias forces like wind.

With this control strategy the UAV dynamics are

\[
m_i \dot{v}_i(t) = -v_i(t) + v^d - \delta_i(t) + u_i(t)
\]

\[
\dot{\delta}_i(t) = v_i(t) - v^d
\]  

(7.11)

where \( u_i = u_i^f + u_i^L \) is the sum of the formation control force \( u_i^f \) and the force from the suspended load \( u_i^L \). In Section 7.3.3 we show that this choice of \( \tau \) guarantees that the system (7.11) is equilibrium independent output strictly passive from the input \( u_i \) to the output \( v_i \).

#### Formation Control

The interconnected system can be represented as the block diagram in Figure 7.2. The \( \Sigma \) subsystems mapping \( u_i \) to \( v_i \) are the UAV \((i = 1, \ldots, N)\) and suspended load \((i = N + 1)\) subsystems and the \( \Lambda \) subsystems mapping \( w_\ell \) to \( y_\ell = h(r_\ell) \) for \( \ell = 1, \ldots, E \) are the edge subsystems.

![Figure 7.2: Block diagram of the vehicle platoon dynamics.](image)

As depicted in Figure 7.2 we express the edge subsystems as

\[
\dot{r}_\ell = w_\ell \\
y_\ell = h_\ell(r_\ell)
\]  

(7.12)
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where \( w \triangleq D^\top v \) is the input to the edge subsystems and \( y \) is the output. For the edges \( \ell = 1, \ldots, T \) the functions \( h_\ell \) characterize the formation control strategy, while for the edges \( \ell = T + 1, \ldots, E \) they model the cable connecting the UAVs and the suspended load.

The formation control strategy, which requires measurement of the relative positions of the UAVs, is described by the functions \( h_\ell : \mathbb{R}^3 \to \mathbb{R}^3 \) of the form

\[
h_\ell(r_\ell) = \begin{bmatrix}
\sigma^x_\ell(r^x_\ell) \\
\sigma^y_\ell(r^y_\ell) \\
\sigma^z_\ell(r^z_\ell)
\end{bmatrix}
\]

(7.13)

for each edge \( \ell = 1, \ldots, T \) between UAVs. Similarly to (7.8) we assume that \( \sigma^x_\ell, \sigma^y_\ell, \sigma^z_\ell : \mathbb{R} \to \mathbb{R} \) are strictly increasing and onto for \( \ell = 1, \ldots, T \). This control law can be interpreted as three virtual springs for each edge connecting UAVs that act independently in each coordinate.

The input to the UAVs is then

\[
u = -D \begin{bmatrix}
h_1(r_1) \\
\vdots \\
h_E(r_E)
\end{bmatrix}
\]

(7.14)

where \( h_\ell \) are given by (7.13) for \( \ell = 1, \ldots, T \) and by (7.8) for \( \ell = T + 1, \ldots, E \). Therefore, the input applied to the \( i \)-th subsystem is

\[
u_i = -\sum_{\ell=1}^E D_{il} h_\ell(r_\ell)
\]

(7.15)

which depends only on locally available measurements because \( D_{il} \neq 0 \) only when vertex \( i \) is the head or tail of edge \( \ell \).

7.3.3 Stability Analysis

We analyze the stability properties of the system and proposed control laws using a compositional approach. Specifically, for each subsystem (i.e. UAV, load, or edge) we find a storage function certifying that it is EID. From these storage functions we then obtain a Lyapunov function for the interconnected system.

The stability theorem from C5 is repeated here, for details see Appendix B.

**Theorem 7.1.** Any equilibrium point \((\bar{v}, \bar{\delta}, \bar{r}) \in E\) of the interconnected system in Figure 7.2 that satisfies \( \sigma_\ell(\|\bar{r}_\ell\|) > 0 \) for \( \ell = T + 1, \ldots, E \) is stable.

**Proof.** See Appendix B.

7.4 Simulation Study

As an example, consider the configuration in Figure 7.1 with \( N = 3 \) UAVs carrying the suspended load. Let each UAV have a mass \( m = 2 \) kg, and the load have mass
$m_L = 3$ kg. In addition to the reaction force from the load, the UAVs are also affected by a constant wind in the $x$-direction with a magnitude of $4$ m/s.

For $N = 3$, a fully connected graph between all UAVs consists of three links and the resulting control incidence matrix $M_c$ is given by

$$M_c = \begin{bmatrix} 1 & 0 & -1 \\ -1 & 1 & 0 \\ 0 & -1 & 1 \end{bmatrix} \quad (7.16)$$

Suppose we want the three UAVs to form a triangle with each side having length $\Delta \in \mathbb{R}$. We let $\eta_i^d \in \mathbb{R}^3$ for $i = 1, \ldots, N$ represent the desired positions of the UAVs and assume that

$$\eta_1^d = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}. \quad$$

Then a set of possible desired positions of the UAVs are described by

$$\eta_2^d = \begin{bmatrix} \Delta \\ 0 \\ 0 \end{bmatrix} \quad \text{and} \quad \eta_3^d = \begin{bmatrix} \Delta/2 \\ \Delta \sqrt{3}/2 \\ 0 \end{bmatrix}. \quad$$

The desired relative positions $r^d_\ell \in \mathbb{R}^3$ are then given by

$$\begin{bmatrix} r^d_1 \\ r^d_2 \\ r^d_3 \end{bmatrix} = (M_c \otimes I_3)^\top \begin{bmatrix} \eta_1^d \\ \eta_2^d \\ \eta_3^d \end{bmatrix}. \quad (7.17)$$

We then design $h_\ell$ as described in Section 7.3.2. Specifically, we choose the formation control feedback function $h_\ell$ for $\ell = 1, \ldots, T$ to be

$$h_\ell(r_\ell) = k(r_\ell - r^d_\ell) \quad (7.18)$$

with $k = 8$. Since $k$ is positive $h_\ell$ is strictly increasing and onto.

Note that without the suspended load the relative positions $r_\ell$ of the UAVs would converge to the desired relative positions $r^d_\ell$. However, the force from the suspended load will pull the UAVs slightly closer together, so the equilibrium $\bar{r}_\ell$ for the links between the UAVs will be slightly different from $r^d_\ell$.

The force between the load and the UAVs are modeled by Hooke’s law as

$$\sigma_\ell(||r_\ell||) = \gamma(||r_\ell|| - L_\ell) \quad (7.19)$$

for $\ell = T + 1, \ldots, E$, where $L_\ell = 2$ is the nominal length of the wire at link $\ell$. The wires are modeled as relatively stiff springs with $\gamma = 100$.

### 7.4.1 Results

We let the initial positions of the UAVs be

$$\eta_1^0 = \begin{bmatrix} 0 \\ 0 \\ 0 \end{bmatrix}, \quad \eta_2^0 = \begin{bmatrix} 3 \\ 0 \\ 0 \end{bmatrix}, \quad \eta_3^0 = \begin{bmatrix} 0 \\ 1 \\ 0 \end{bmatrix}.$$
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the desired formation be given by (7.17) with $\Delta = 2$, and the desired velocity be $v^d = [0 ~ 0 ~ 0]^T$. The results of the simulation can be seen in Figures 7.3–7.6. The relative movements of the three UAVs can be seen in Figure 7.3, where the star represents the initial position, and the UAV drawing is the final position. As can be seen, they approach the desired relative formation, and the velocity error $|v_i(t) - v^d(t)|$ converges to zero in Figure 7.4a. From Figure 7.4b we see that the distance between the UAVs converge to a constant value, but as expected, it is slightly less than $\Delta$.

Figure 7.6 shows estimates of the load mass and wind bias, which converge to the true values. The estimated load mass is calculated by summing the $z$-components of $\delta_i$, while the estimated wind bias is the average of the $xy$-components.

![Relative movements](image)

**Figure 7.3:** Position of the three UAVs and the suspended load.
7.4. Simulation Study

(a) The velocity error relative to the desired velocity $v^d$ for each UAV.

(b) Distance between each UAV.

Figure 7.4: Velocity error and link distance from Design 1.

Figure 7.5: The link error between the UAVs from Design 1.

Figure 7.6: Load and bias estimates, as calculated from the integral terms $\delta_i$ of each UAV.
7.5 Design 2: Applying Formation Feed Forward

In this design, we modify the control-structure presented in Section 7.3 by feeding forward the output from the formation controller, $u$, into the internal controller. In addition, we relax some of the conditions posed in the previous design:

- We allow for a time-varying mission velocity $v(t)$
- A broader set of parametric uncertainties can be handled.

The cost of this is that we do not consider the dynamic of the load in the stability proofs, but rather consider the effect it has on the multirotors as an unknown bias.

7.5.1 System Dynamics

As in Section 7.3.1, we let the multirotor dynamics be governed by:

$$m_i \ddot{v}_i = -m_i g + \tau_i + b^L_i + b^W_i$$  \hspace{1cm} (7.20)

where $x_i \in \mathbb{R}^3$ is the position of UAV $i$, $m_i$ its mass and acceleration due to gravity $g \in \mathbb{R}^3$. The suspended load affects multirotor $i$ with an unknown drag $b^L_i$. Further, the vehicle is affected by a slowly varying wind with $b^W_i$.

In this design, we write the dynamics in the form

$$m_i \ddot{x}_i = \tau_i + Y_i \theta_i$$ \hspace{1cm} (7.21)

where

$$Y_i := I$$ \hspace{1cm} (7.22)

$$\theta_i := b^L_i + b^W_i$$ \hspace{1cm} (7.23)

It is noted that due to the structure of the disturbances, the wind and load drag is lumped together in $\theta_i$. The system is written in this form to emphasis that the same design procedure listed here could be expanded to other types of parametric uncertainties of the form $Y_i \theta_i$, using the procedures illustrated in [10, Ch. 6].

Note however that in the following adaptive design, the disturbance from the load is considered a constant bias. However, as shown in Chapter 4, the magnitude of the disturbance changes as a function of the acceleration of the involved multirotors. Nonetheless, the assumption is valid for constant velocities, and only minor deviations occur when accelerating.

As in the previous design, we assume the UAVs are communicating with each other, where the communication topology is represented by a graph $G$. However, as we in this design do not consider the load dynamics explicitly, we only use the links from $M$ that concerns the links between the UAVs, $M^C$. We similarly define $D^C := M^C \otimes I_3$. As an example, from the communication topology illustrated in Figure 7.1, the definition of $M^C$ can be seen as:

$$M = \begin{bmatrix} 1 & 0 & -1 & 1 & 0 & 0 \\ -1 & 1 & 0 & 0 & 1 & 0 \\ 0 & -1 & 1 & 0 & 0 & 1 \\ 0 & 0 & -1 & -1 & -1 & -1 \end{bmatrix}$$

$$= M^C$$
7.5.2 Control Strategy

The goal is to design a decentralized control structure for each UAV, where they utilize relative position and velocity from their neighbor to converge to a desired relative formation while maintaining a common mission velocity \( v(t) \in \mathbb{R}^3 \) and correcting for the unknown disturbance from the wind and the suspended load. We are inspired by the passivity based approach introduced in [10], which defines the following desired group behaviors:

A1) Each agent achieves in the limit the common mission velocity vector as

\[
\lim_{t \to \infty} |\dot{x}_i - v(t)| = 0, \quad i = 1, \ldots, N \quad (7.24)
\]

A2) If vehicles \( j \) and \( j \) are connected by link \( k \), then the difference variable \( z_k \)

\[
z_k := \sum_{l=1}^{N} M_{lk}^C x_l = \begin{cases} 
    x_i - x_j & \text{if vehicle } i \text{ is the head of edge } k \\
    x_j - x_i & \text{if vehicle } i \text{ is the tail of edge } k
\end{cases} 
\quad (7.25)
\]

converges asymptotically to \( z_k^d \) defined below.

Let

\[
x := [x_1^T, \ldots, x_n^T]^T \in \mathbb{R}^{3N} \]
\[
z := [z_1^T, \ldots, z_\ell^T]^T \in \mathbb{R}^{3\ell}
\]

we can re-write (7.25) as

\[
z = Dc^T x \quad (7.26)
\]

Let now \( x^d \in \mathbb{R}^{3N} \) describe the desired relative positions between the UAVs. \( z^d \) is now given by

\[
z^d = Dc^T x^d \quad (7.27)
\]

7.5.3 Nominal case: Known disturbances

To illustrate the control methodology, consider first the case where the external disturbances (wind and force from the suspended load) is exactly known. They can subsequently be canceled by the controller. The method is similar to [10, Ch. 6].

Internal Feedback Control

We first design an internal feedback controller, designed to render the system strictly passive from an external input \( u_i \) to the velocity error

\[
y_i := \dot{x}_i - v(t) - \Gamma_i u_i \quad (7.28)
\]

where \( \Gamma_i = \Gamma_i^T > 0 \in \mathbb{R}^3 \) is a tuning matrix. In this design, we utilize the availability of relative velocities gathered from each agents, through the feed-forward of \( u_i \).

This can be achieved with the control law

\[
\tau_i^{nominal} = - k_i(\dot{x}_i - v(t) - \Gamma_i u_i) + m_i(\dot{v}(t) + \Gamma_i \dot{u}_i) + m_i g + u_i - Y_i \theta_i \quad (7.29)
\]
where \( k_i > 0 \in \mathbb{R} \), and by introducing
\[
\xi_i = \dot{x}_i - v(t) - \Gamma_i u_i \tag{7.30}
\]
yields the system to the form
\[
\dot{x}_i = y_i + v(t) + \Gamma_i u_i \tag{7.31}
\]
\[
\mathcal{H}_i : \begin{cases} 
   m_i \dot{\xi}_i = -k_i \xi_i + u_i \\
   y_i = \xi_i
\end{cases} \tag{7.32}
\]
The strict passivity from \( u_i \) to \( y_i \) can be shown with the storage function
\[
S_i(\xi) = \frac{1}{2} m_i \xi_i^\top \xi_i \tag{7.33}
\]

**Formation Control**

Next, the external control signal \( u_i \) is designed to stabilize the formation. Consider
\[
u_i = - \sum_{k=1}^{\ell} M_{ik}^c \Psi_k(z_k) \tag{7.34}\]
where
\[
\Psi_k(z_k) = \kappa_k(z_k - z_k^d) \tag{7.35}
\]
where \( \kappa_k = \kappa_k^\top > 0 \in \mathbb{R}^3 \) is a diagonal matrix of gains. \( \kappa \) represents the diagonal concatenation of all \( \kappa_k \). It should be noted that the definition of \( u_i \) in (7.34) is of the same format as used in the simulation study of Section 7.4 in the first design.

To clarify notations, let \( \tilde{z}_k \), and its corresponding stacked vector \( \tilde{z} \), be defined as
\[
\tilde{z}_k := z_k - z_k^d, \quad \tilde{z} := z - z^d \tag{7.36}
\]
u can now be re-written as
\[
u = -D^c \kappa \tilde{z} \tag{7.37}
\]

![Figure 7.7: Nominal system, with known disturbances.](image-url)

The interconnected system can be seen in Figure 7.7. To prove the stability, we utilize the passivity-properties of the feedforward and the feedback path in the following lemma.
Lemma 7.2. The path from $y$ to $-u$ is passive, and the feedback is passive from $u$ to $y$. Due to the feedback connection of two passive subsystems as seen in Figure 7.7, the connected system is passive and the origin of $(\tilde{z}, \xi)$ is globally asymptotically stable.

Proof. i) Feedforward path: We first prove passivity from $y$ to $-u$. Let $V_f$ be a storage function:

$$V_f(\tilde{z}, t) = \frac{1}{2} \sum_{\ell} \tilde{z}_k^T \kappa_k \tilde{z}_k$$

(7.38)

whos derivative along the solutions of

$$\dot{\tilde{z}} = D^c \dot{x}$$

(7.39)

is

$$\dot{V}_f(\tilde{z}, t) = \tilde{z}^T K D^c (\dot{x})$$

(7.40)

$$= \tilde{z}^T K D^c (y + 1_N \otimes v(t) + \Gamma u)$$

(7.41)

$$= \tilde{z}^T K D^c (y + \Gamma u)$$

(7.42)

$$= -u^T \Gamma u - u^T y$$

(7.43)

which shows strict passivity from $y$ to $-u$.

ii) Feedback path: Next we use the storage function

$$V_b(\xi, t) = \sum_N S_i(\xi_i) = \sum_N \frac{1}{2} m_i \xi_i^T \xi_i$$

(7.44)

to show passivity from an input $-u$ to $y$:

$$\dot{V}_b(\xi, t) = \sum_N -k_i \xi_i^T \xi_i + u^T y$$

(7.45)

$$= -\xi^T K \xi + u^T y$$

(7.46)

where $K = (k_i \otimes I_3) \otimes I_N$, which shows passivity from $u$ to $y$.

iii) To show asymptotic stability of the interconnected path, consider

$$V_n(\tilde{z}, \xi) = V_f(\tilde{z}) + V_b(\xi)$$

(7.47)

which gives

$$\dot{V}_n(\tilde{z}, \xi) = -u^T \Gamma u - \xi^T K \xi$$

(7.48)

$$= -\tilde{z}^T K D^c \Gamma D^c K \tilde{z} - \xi^T K \xi \leq 0$$

(7.49)

which is negative semi-definite since $D^c \Gamma D^c \leq 0$. Note that $\dot{V}_n = 0$ when $D^c K \tilde{z} = 0$. This is when $K \tilde{z}$ is in the null space of $D^c$. By construction, $\tilde{z}$ is in the range space of $D^c$. Thus, $\tilde{z}$ is orthogonal to $K \tilde{z}$ since the range space of $D^c \Gamma$ is orthogonal to the null space of $D^c$, and $\tilde{z}^T K \tilde{z} = 0$ which implies $\tilde{z} = 0$. We then apply the Invariance principle [61, Th. 4.4], and since $V_n(\tilde{z}, \xi)$ is unbounded and satisfies $V_n(0, 0) = 0$, we have shown Global Asymptotic Stability (GAS) of the nominal system.

\[\square\]
7.5.4 With disturbances

Internal Feedback Control

Now, consider the case when $\theta_i$ is unknown. In our controller, we now supply our estimate $\hat{\theta}_i$:

$$
\tau_i = -k_i(\dot{x}_i - v(t) - \Gamma_i u_i) + m_i(\dot{v}(t) + \Gamma_i \dot{u}_i) + m_i g + u_i - Y_i \hat{\theta}_i
$$
(7.50)

and let the update-law for $\hat{\theta}_i$ be governed by:

$$
\dot{\hat{\theta}}_i = \Lambda_i \hat{Y}_i \xi_i
$$
(7.51)

where $\Lambda_i = \Lambda_i^T > 0 \in \mathbb{R}^3$, which brings the system to the form

$$
\dot{x}_i = y_i + v(t) + \Gamma_i u_i
$$
(7.52)

$$
\mathcal{H}_i : \begin{cases}
    m_i \dot{\xi}_i = -k_i \xi_i + u_i + Y_i \hat{\theta}_i \\
y_i = \xi_i
\end{cases}
$$
(7.53)

where

$$
\tilde{\theta}_i = \hat{\theta}_i - \theta_i
$$
(7.54)

The formation control is identical to the nominal known disturbance case, and the final system can be seen in Figure 7.8.

Figure 7.8: System interconnection with unknown disturbances $\theta$ acting on the system.

7.5.5 Stability Analysis

We first illustrate that the initial subsystem is passive from an input $Y \tilde{\theta}$ to $y$ (see Figure 7.8), and then conclude asymptotic stability of the interconnected system:
Lemma 7.3. The nominal system is passive from an input \(Y\tilde{\theta}\) to \(y\).

Proof. Using \(V_a(\tilde{z},\xi) = V_f(\tilde{z}) + V_\theta(\xi)\) as a storage function, we obtain
\[
\dot{V}_a = -\tilde{z}^T K D_c^T \Gamma D_c K \tilde{z} - \xi^T K \xi - \xi^T Y\tilde{\theta}
\] (7.55)
which shows strict passivity from \(Y\tilde{\theta}\) to \(y\) [10].

Now, with the interconnected adaptive term, we state the main theoretical result of this chapter:

Theorem 7.4. Consider \(N\) multirotors carrying a suspended load, modeled as (7.21), with the control input (7.50) and \(\hat{\theta}_i\) is updated as in (7.51). Then, the origin of \((\tilde{z},\xi,\hat{\theta})\) is stable, and the trajectories of \((\tilde{z},\xi,\hat{\theta})\) are bounded. Furthermore, \(|\dot{x}_i - v(t)| \to 0\) and \(\tilde{z}_k \to 0\).

Proof. Let \(V(\tilde{z},\xi,\hat{\theta})\) be a Lyapunov function, defined by
\[
V(\tilde{z},\xi,\hat{\theta}) = V_a(\tilde{z},\xi) + \frac{1}{2} \sum_{i=1}^{N} \hat{\theta}_i^T \Lambda_i^{-1} \hat{\theta}_i
\] (7.56)
which satisfies \(V(\tilde{z},\xi,\hat{\theta}) > 0\) and \(V(0) = 0\), whose derivate along the solutions of the system are
\[
\dot{V}(\tilde{z},\xi,\hat{\theta}) = -\tilde{z}^T K D_c^T \Gamma D_c K \tilde{z} - \xi^T K \xi \leq 0
\] (7.57)
which implies stability of the origin and boundedness of \((\tilde{z},\xi,\hat{\theta})\). From (7.53) we have boundedness of \(\hat{\xi}\), and boundedness of \(\tilde{z}\) is concluded from (7.37) and (7.52). Thus, we conclude that \(\dot{V}\) is bounded. Finally, we apply Barbalat’s lemma [61, Th. 8.4], and from (7.52) arguments similar to Lemma 7.2, conclude \(|\dot{x}_i - v(t)| \to 0\) and \(\tilde{z}_k \to 0\).

Note that Theorem 7.4 is a special case of [10, Th. 6.3]. Because of the case studied in this chapter, convergence of \(\theta_i\) can be shown since \(Y_i\) in (7.22) is persistently exciting [57].

7.5.6 Design Comparisons and Discussions

It should be obvious to the reader that Design 2 is, practically speaking, superior to that of Design 1 as it actually shows convergence of the link errors. However, Design 1 illustrates an important theoretical exercise in that it also includes the dynamics of the load in the analysis. A similar analysis for Design 2 has not yet been completed, but preliminary work suggests that similar results can be shown.

As was seen in Chapter 4, the dynamic coupling between the suspended load and the coordinating multirotors means that the acceleration of any vehicle has a direct impact on the resulting wire-tension on all the other multirotors. Therefore, the assumption that the load can be viewed as a constant disturbance is technically only valid for constant velocity segments, even though the controller itself shows stability in the case of a non-constant mission velocity.

In the next section, a numerical simulation study illustrates the proposed controller.


7.6 Simulation Results

We re-do the experiments from Section 7.4, where we also include a constant desired mission velocity, that tends the multirotors to carry the load at 1 m/s in the positive x-direction. As can be seen in Figure 7.9 and Figure 7.10b, the multirotors tends towards the desired formation. Relative to Figure 7.4b in Design 1, we see that the links converge to their actual desired values in Figure 7.11. Further, in Figure 7.12 we see as before that the wind and load estimates converge to their true values.

![Figure 7.9](image)

**Figure 7.9:** Position of the three UAVs and the suspended load.

![Figure 7.10](image)

**Figure 7.10:** Velocity error and link distance from Design 2.
7.7 Experimental Validation

To further validate the proposed controller, experimental trials with three multirotors carrying a suspended load was conducted. A detailed description of the hardware-platform was given in Chapter 2.

For the experiment, Design 2 was implemented. The desired relative position was given by the initial position on the ground, which was set to an equal-sided triangle, with sides of 5 m. This is illustrated in Appendix A, Figure A.1. The control software was implemented such that a single pilot can perform coordinated takeoff, and use a remote controller to set reference velocities and accelerations during the test. An image of the three multirotors successfully transporting a suspended load is given in Figure 7.13.

It should be noted that as it is not possible to attach the load at the centre of gravity of the UAVs, the frame is subjected to a slight moment-arm from the load. However, the integral effect of the internal attitude controller on the autopilot is capable of suppressing this disturbance.

Two main tests was conducted. In the first, a lighter load of \( \sim 1 \) kg was used,
and in the second a heavier load of $\sim 2.2$ kg.

![Image of the experiment underway. From left to right, we see multirotors 1, 3 and 2. The wind was heavily blowing from right to the left, so it is visible that the rightmost multirotor got more drag from the load.](image)

**Figure 7.13:** Image of the experiment underway. From left to right, we see multirotors 1, 3 and 2. The wind was heavily blowing from right to the left, so it is visible that the rightmost multirotor got more drag from the load.

In Figures 7.14–7.15 a summary of the two experiments are illustrated. In the figures, the upper plot shows the sum of link-error norms ($\sum |\tilde{z}_k|$), the middle shows the norm of acceleration setpoint ($|\dot{v}^d(t)|$), and the lower shows the norm of the bias term for all multirotors. It can be seen that in both cases the controllers are able to maintain a relative close formation, but during heavy accelerations a somewhat larger error is seen. However, it is quickly recovered once the acceleration-phase is over.

Due to heavy winds on the test-day (estimated 4-6 m/s from the right to the left as shown in Figure 7.13), the rightmost multirotor (UAV 2) has an increased load due to air drag on the suspended load. This is also seen by the lower plots in Figures 7.14–7.15. As can also be seen, the bias term saturates at a maximum level, which unfortunately was set to a too low value during the experiments.

**Table 7.1:** Mean link error over the two experiments.

<table>
<thead>
<tr>
<th>Mean Link Error [m]</th>
<th>Light load</th>
<th>Heavy load</th>
</tr>
</thead>
<tbody>
<tr>
<td>Link 1</td>
<td>0.38</td>
<td>0.57</td>
</tr>
<tr>
<td>Link 2</td>
<td>0.37</td>
<td>0.34</td>
</tr>
<tr>
<td>Link 3</td>
<td>0.16</td>
<td>0.46</td>
</tr>
</tbody>
</table>

Nonetheless, as can be seen in Figure 7.16, the link errors remain relatively small during the entire experiment. A summary of the mean link errors are provided in
Table 7.1. It is seen that for the light experiment, the mean errors are below 0.4 m, while for the heavier load they are slightly higher.

Figure 7.14: Summary of the first (light) experiment. The lower plots shows the norm of bias estimation for the first (blue), second (red) and third (green) multirotor UAV.

Figure 7.15: Summary of the second (heavy) experiment. The lower plots shows the norm of bias estimation for the first (blue), second (red) and third (green) multirotor UAV.
7. Passivity-Based Cooperative Control

7.8 Chapter Summary and Conclusions

In this chapter, we have looked at a position-based cooperative control strategy inspired by a passivity framework. Two designs was discussed, where the former explicitly considered the load dynamics in the analysis while the latter considered the load an unknown disturbance. Stronger convergence properties was established for Design 2 (asymptotic stability), due to an additional feed-forward term of the formation control output into the internal controller.

The latter design was further verified by two experiments, where three multirotor UAVs cooperatively lifted an unknown payload of up to 2.2 kg. Throughout the experiment, the average link errors remained below 0.6 m for the heavier load, and below 0.4 m for the lighter.

Figure 7.16: The position error (link error) between the multirotors for the light load (a) and heavy load (b) experiment.
Chapter 8

Net-Recovery of a Fixed-Wing UAV using Multirotors


8.1 Introduction

Fixed-Wing Unmanned Aerial Vehicles have a vast range of use-cases. Mostly, these encompass surveillance or other form of remote sensing. The fixed-wing UAV is the natural choice for a UAV in many of these cases, due to their long range, high endurance and flexible payload capacity.

The maritime sector has a need to operate these types of UAVs. They would like to use UAVs for ice surveying and monitoring, scan for unidentified vessels, search and rescue, and to provide extended range for survey-missions normally conducted from shore. Key challenges that needs to be addressed for autonomous operations are takeoff and landing (recovery) of the UAV. For takeoff, the use of catapults, powered by pneumatics, springs or rubber bands, has proven to be a useful tool that is applicable to many types of airframes and operation-types. Autonomous recovery is, however, an active area of research.

Several aspects of autonomous landing of fixed-wing UAVs are discussed in the literature. In [112], a navigation system with emphasis on robustness and accuracy is presented by utilizing dual-frequency, carrier phase differential GNSS. The authors also propose solutions to some of the challenges associated with local antenna arrays for jamming prevention and fault monitoring strategies. Autonomous landing in a fixed-net is demonstrated in [122], using lower cost single frequency carrier-phase...
RTK GPS with successful experimental validation. [89] uses a combination of GNSS and vision systems to reliably land a fixed-wing UAV on a moving car, intended to be used as a recovery platform for larger high altitude, long endurance UAVs without heavy landing gear. Pure vision-based navigation systems for autonomous fixed-wing UAV landing is tried in [134], [71] and [62].

Recovery of Fixed-Wing UAVs from ships require different methodologies from those performed on shore. There are several challenges associated with such operations, including heave-induced motion from waves, turbulence near the ship, and the safety of the crew operating on deck. In addition, there is no room for a runway unless it is a ship dedicated to such operations. Instead, most operations rely on the dissipative effects of a fixed net or wires and hooks to stop the incoming UAV. Vertical Take-Off and Landing (VTOL) UAVs does not require such infrastructure, but still requires accurate positioning and tracking to be able to reliably land on moving targets such as ships. Such operations are addressed in [111], [140] and [115], using vision system for navigational aid during the final descent.

![Figure 8.1: Image from the experimental validation. The fixed-wing UAV is approaching the net, which is being carried by two multirotor UAVs. On the right, the fixed-wing UAV is arrested by the net, and stays attached due to hooks on the nose of the UAV.](image)

In this chapter, we present a novel approach for landing a small fixed-wing UAV for maritime missions. By suspending a net below two multirotor UAVs, the entire recovery operation can be moved off deck. The fixed-wing UAV is equipped with hooks so that after impact with the net, it will be arrested by the net to be transported back to the ship. Figure 8.1 shows the recovery system in action, and Figure 8.2 illustrates the sequence of events when recovering a fixed-wing UAV from a ship.

Recovery of UAVs with nets suspended by multirotors have been attempted in various settings. Due to the popularity of consumer-type multirotor UAVs, there is an increased interest in the ability to safely remove such vehicles from restricted airspaces. In [25], a multirotor is equipped with a net gun, capable of incapacitating smaller multirotors by shooting a net at them to disable the rotors on the target. A similar experiment was conducted in [88], where the target multirotor stays attached to the larger multirotor after the net is fired, see also [132], [90]. To the best of the
authors knowledge, no attempts at cooperative recovery of fixed-wing UAVs in a net suspended between multirotor UAVs have yet been published.

The contributions of this chapter are the experimental validation and detailed functional description of the presented net-recovery strategy. The experiments were conducted in December 2016, using a small fixed-wing UAV (1.5 kg). An image of the experiment under-way can be seen in Figure 8.1.

8.1.1 Organization

The chapter is organized as follows. In Section 8.2, the autonomous net recovery is introduced, and key aspects and advantages are discussed. Further, the definition of the virtual runway is given in Section 8.2.4. Section 8.3 presents the proposed control design, which includes coordination controllers between the multirotor UAVs and the incoming fixed-wing UAV. The experimental platform is given in Section 8.4, which in addition to introducing the hardware and software, also details the operational procedure and safety considerations considered when performing the experiments. The results of the trials are presented in Section 8.5, followed by concluding remarks in Section 3.9.

8.2 Autonomous Net Recovery

In this section, the concept of UAV recovery using a net suspended below multirotors is discussed in further details. As described in [66] in the context of ship-based UAV operations, key benefits of the proposed approach are

- **Operational flexibility:** When recovering a fixed-wing UAV, it is usually beneficial to travel against the wind to minimize the ground speed, and thus a fixed net should be aligned with this path. Even in vessels equipped with Dynamic Positioning (DP) systems, turning the ship can be undesirable as it may interfere with operations. The multirotors can however quickly react to changing wind conditions, and align the net against the wind without the need to coordinate with other ship operations.
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- **Not affected by waves and turbulence:** Since the net is suspended away from the ship, heave motion induced by waves on the ship will not affect the landing. Also, there is no impact from turbulence caused by the ship super-structure.

- **Safety:** By having the net suspended by two multirotor UAVs, the recovery operation can be moved off ship. Thus, no operators or staff risk coming in contact with the incoming UAV.

- **Smaller impact force:** By having the two multirotors move away from the fixed-wing UAV, the relative speed difference between it and the net can be made smaller, thus decreasing the structural load on the fixed-wing body during impact.

- **Smaller footprint:** By moving the landing operation off ship, operations with UAVs can be conducted from smaller ships, not needing a large open deck with a net to support the mission. Launch and recovery of the multirotors are still required.

These benefits are useful also in other recovery scenarios where there is limited space available.

Autonomous recovery of a fixed-wing UAV in a suspended net is a complex task, so the functionality is split into several components. The fixed-wing UAV is commanded to follow a path against the wind, with the minimal airspeed required for safe flying. This path is called the virtual runway, and the path is transmitted to the multirotor UAVs. Both multirotors are equipped with coordinated controllers that keep the inter-formation of the two intact, while lifting the suspended net. The current position and the velocity of the fixed-wing UAV is transmitted in real-time at regular intervals to a coordination controller in one of the multirotors, which sends desired setpoints to the formation controllers according to the phases of the mission, as to catch the fixed-wing UAV. An overview of the components and their communication can be seen in Figure 8.3.

Although using two multirotor UAVs instead of one increases the complexity of the system, it has several practical advantages. First, by distributing the load, each multirotor can be physically smaller than a single multirotor with the combined lift capacity. This can lead to simplified operations, and makes it easier to have redundancy in the equipment. Further, although not utilized in this research, the two multirotors can spread the net without a support structure (top beam), giving reduced weight and high stability of the net.

### 8.2.1 The Recovery Maneuver

The maneuver is composed by the following key steps:

1. **Initialization:** The operator specifies the location and direction of the desired recovery point by defining the Virtual Runway (VR). This runway defines the desired path of the incoming fixed-wing UAV. The operator defines the safety area around the runway (that is, how far away from the center line can the multirotors go while tracking the fixed-wing UAV), and other parameters such as desired relative recovery velocity.
2. **Standby:** The multirotors take off, and lift the net toward the start of the virtual runway. They are now waiting for the incoming fixed-wing UAV to approach.

3. **Approach:** When the fixed-wing UAV is approaching, the multirotors starts to align themselves with the location of the fixed-wing UAV in the cross-track plane of the virtual runway. This is typically 10 s prior to impact, and the tracking is in a *low-gain mode* to not over-react unnecessarily to the movements of the fixed-wing UAV as it is approaching.

4. **Start:** Based on the speed on the incoming fixed-wing UAV and desired relative speed, the multirotors starts to move along the virtual runway with a prescribed velocity and acceleration profile as to intercept the fixed-wing UAV at the desired recovery point. The multirotors are able to accelerate quite fast, so the desired speed is achieved quickly. At this point, the multirotors track the location of the fixed-wing UAV with a *higher gain* and agility, typically 3-5 s before the recovery time.

5. **Catch:** The multirotors are continuously monitoring the state of the incoming fixed-wing UAV, and tracks it’s location until a successful catch is detected. If at any point the tracking is off or communication is lost, the multirotors can initiate a evasive maneuver and restart the recovery phase by instructing the fixed-wing to loop back and do another attempt.

6. **Return:** After the catch, the fixed-wing UAV stays attached to the net due to hooks and other edged structures, and is safely transported back by the multirotors which land individually after releasing the net.
8.2.2 Navigation

Precise navigation is crucial for precision landing of UAVs. In this work, we utilize Real-Time Kinematic (RTK) Global Navigation Satellite System (GNSS). This is a navigation technique using the carrier wave of the incoming signals from the satellites, and comparing the signals to that received by a base station. By computing the phase shift between the signals at the UAV (rover) and the base, the location can be locked in at centimeter-level accuracy. Such a system was used in [122] for landing a fixed-wing UAV in a stationary net, which also contains more detailed information about RTK GNSS systems.

8.2.3 Emergency Plans

The design of the recovery maneuver readily makes it possible to design various emergency plans to be executed at different phases of the maneuver, as discussed in Section 8.2.1. The maneuver can be halted at any point without risk of damage, even near the point of recovery. By continuously monitor the available data, emergency plans can be executed in the case of communication errors or loss of navigation solutions. Such plans can include repositions of the multirotors and waiting-patterns for the fixed-wing. In severe error cases, for instance if the multirotor UAVs are unable to maintain their desired formation positions due to mechanical faults or complete loss of satellite reception coverage, the suspended net can be released from the suspension points.

8.2.4 Virtual runway

Figure 8.4 illustrates the virtual runway (VR). The virtual runway is used by the operator to set a designated area for the recovery maneuver. In addition, the operator an specify boundaries in the vertical and lateral direction of the runway, working as a virtual fence for the location of the multirotor UAVs. The virtual runway defines a path-frame, which is again divided into a cross-track plane and an along-track distance, so we can design controllers for each part separately.

8.3 Control Design

This section introduces the control design, and gives details about each of the different parts. The overall structure can be seen in Figure 8.5. There are three distinct control modules, namely a Coordination controller, which uses information from the incoming fixed-wing UAV to intercept and recovery it, by sending setpoints to the underlying multirotor formation controller. A supervisory controller tracks the current overall state of the maneuver. All three are further discussed in the next sections. The Virtual Runway is formally defines a path coordinate frame \{p\} at constant altitude, which is defined by an origin \(p^0\) and a rotation \(\psi\) around the \{n\} z-axis such that \(R^p_n = R_z(\psi)\). Then a position \(p^n\) can be decomposed in \{p\} by the transformation \(p^p = (R_p^n)^\top(p^n - p^n_{p/n})\). Further, the frame is divided into a cross-track plane and an along-track distance, for which coordination controllers are developed individually.
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Figure 8.4: Illustration of the virtual runway. The runway defines a path coordinate frame \( \{ p \} \), and can be divided into a cross-track plane \( (y^p z^p) \) and an along-track distance \( x^p \). The center position of the net on the cross-track plane is marked with a circle, while the intersection of the cross-track plane and the path of the fixed-wing UAV is marked with a cross.

![Diagram of virtual runway](image)

Figure 8.5: Information flow in the controller structure. Based on the current position of the fixed-wing UAV, the supervisor starts the net-recovery maneuver. The coordination controller guides the two multirotors along a virtual runway to intercept the fixed-wing UAV.

8.3.1 The Fixed-Wing UAV Autopilot

The fixed-wing is equipped with an autopilot, taking care of all local navigation and control tasks with the accuracy of a standard code-based GNSS solution. For the recovery maneuver, the fixed-wing UAV receives information about the virtual runway from the operator, specifying altitude and reference air speed. Information about position and velocity is continuously transmitted to both the operator as telemetry data and to the multirotor autopilots. The detailed aspects of guidance and control of a fixed-wing UAV is thoroughly addressed in the literature (for instance [12]) and is not within the scope of this paper.
8.3.2 Multirotor Control

Modeling and control of a multirotor UAV has been thoroughly studied in the literature. For a detailed survey, refer to [80] and references therein. In this context, we are interested in the translational dynamics, and assume that an autopilot with a low-level controller is present on the UAV.

In the following, let the subscript \((\cdot)_i\) denote the \(i^{th}\) multirotor. It’s dynamics is governed by

\[
m_i \ddot{v}_i = m_i g + R_i f_i + \tau_{L,i}
\]  

(8.1)

where \(m_i\) is the vehicle mass, \(v_i \in \mathbb{R}^3\) the velocity in a local North-East-Down (NED) frame \(\{n\}\), assumed inertial, \(g\) is the gravitation acceleration vector \([0\ 0\ g]^\top\), where \(g\) is the gravitational constant. The orientation or the multirotor, specified by the body-aligned reference frame \(\{b\}\), is represented with \(R_i \in SO^3\). This orientation is crucial to the behavior of the multirotor, as it can only apply thrust, \(f_i \in \mathbb{R}\), along the \(z\)-axis. External forces, such as the load from the suspended net and environmental effects, is given in \(\tau_{L,i} \in \mathbb{R}^3\).

The direction of applied force is given by \(R_i\), which corresponds to specifying the roll- and pitch-angle of the vehicle. Since we assume a sufficiently fast low-level attitude controller is present on the multirotor UAV is present (examples of such is given in [80] and [63]), the term \(R_if_i\) can be replaced by an inertial control force \(F_i \in \mathbb{R}^3\), resulting in the dynamics

\[
m_i \ddot{v} = m_i g + F_i + \tau_{L,i}
\]  

(8.2)

Formation control

The design of the formation controller between the multirotor UAVs is based on a passivity design as presented in [8] and [10]. Each of the copters are synchronizing their relative position, meaning that both multirotors actively maintain their desired configuration by using position and velocity measurement from themselves and the other vehicle. Both vehicles receive a common mission velocity, which drives the position of the multirotors in the inertial coordinate frame. In addition, each multirotor has an internal adaptive scheme to compensate for the unknown disturbance \(\tau_{L,i}\) from the suspended net. The structure of the formation controller can be seen in Figure 8.6. More details on the this controller, including Lyapunov-based stability proofs, can be found in [84], [66] and Chapter 7.

The mission velocity \(v^d\) provided to the formation controller must be a smooth, differentiable signal. Formally, let a signal have \(C^n\) continuity if the \(n\)th derivative are continuous. To account for the time it takes for the multirotor to realize a desired force output by adjusting its roll- and pitch angle, a \(C^2\) signal is desirable.

Next, the coordination controller, which supplies the mission velocity to the multirotors, is discussed.
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8.3.3 Fixed-Wing and Multirotor Coordination

To be able to recover the fixed-wing UAV with the net suspended below the multirotors, some level of coordination is needed between the vehicles. Various control strategies were considered, where on one end the fixed-wing UAV should control itself as to hit the net, and on the other the fixed-wing UAV simply followed its nominal flight path and the multirotors did all the tracking. These two strategies could also be combined to a synchronized maneuver.

In the end, we settled on letting the agile multirotors do most of the coordination. This has the advantage of letting the fixed-wing UAV keep a stable, clean flight path rather than correcting minor deviations from the net position. It simplified the control and hardware design, and issues such as time delays in the communication are less pronounced. Thus, from a control-design point of view, the fixed-wing UAV acts as a reference generator, or master, to the coordination controllers on the multirotor UAVs.

In the next sections, let \( \mathbf{p}_i^n \in \mathbb{R}^3, i \in \{1, 2\} \) be the position of multirotor \( i \) in the inertial coordinate frame \( \{n\} \). Further, we define the position \( \tilde{\mathbf{p}}^n := (\mathbf{p}_1^n + \mathbf{p}_2^n)/2 + \mathbf{p}_{\text{offset}}^n \) as the centroid of the two multirotors plus an height offset to compensate for the position of the net. Further, the states of the fixed-wing UAV is denoted with subscript \( \cdot_f \).

**Coordination - Cross-track**

The position of the net is controlled according to the fixed-wing UAV position in the cross-track plane along the virtual runway. A cross-track frame \( \{p_*\} \) is defined as the \( yz \)-plane in the path frame \( \{p\} \), such that there exist a mapping from a position \( \mathbf{p}^p = [p_x \ p_y \ p_z]^\top \) to \( \mathbf{p}^{p_*} = \mathbf{p}_{2,3}^p = [p_y \ p_z]^\top \in \mathbb{R}^2 \).

To generate smooth \( C^2 \) signals to the low-level multirotor controllers, where a signal has \( C^n \) continuity if the \( n \)th derivative are continuous, the navigation data from the fixed-wing is fed through a tracking generator. This ensures continuity and smoothness of the reference signals. Let the generator be governed by the dynamics of a third-order filter:

\[
\mathbf{x}^{(3)} + (2\zeta + 1)\omega_0 \dot{\mathbf{x}} + (2\zeta + 1)\omega_0^2 \mathbf{x} + \omega_0^3 \mathbf{x} = \omega_0^3 \mathbf{p}_f^{p_*}
\] (8.3)
where $\omega_0, \zeta \in \mathbb{R}$ are tuning parameters. To further enhance the tracking results, the measured velocity from the fixed-wing UAV $v_f$ is used as a feed forward in the trajectory generation. In addition, to be able to prescribe maximum setpoint velocities and accelerations, (8.3) is re-written as a third-order integrator with saturating elements as illustrated in [67]:

$$x^{(3)} = u \tag{8.4}$$

$$\tau_1 = \text{sat}(k_1(p^p_0 - x), v_{\text{max}}) \tag{8.5}$$

$$\tau_2 = \text{sat}(k_2(\tau_1 + v^p_f - x^{(1)}), a_{\text{max}}) \tag{8.6}$$

$$u = k_3(\tau_2 - x^{(2)}) \tag{8.7}$$

The parameters $k_i, i \in \{1, \ldots, 3\}$ are found by inspection of (8.3) as

$$k_3 = (2\zeta + 1)\omega_0 \quad k_2 = \frac{(2\zeta + 1)\omega_0^2}{k_3} \quad k_1 = \frac{\omega_0^3}{k_3 k_2}$$

Additionally, the virtual runway defines a boundary that the net should be within. The boundary fulfills a safety requirement in terms of defining the area where the landing will take place, and also gives the operator greater control. For the tracking, when the fixed-wing is outside of the boundary, the tracking generator uses the closest boundary to the virtual runway as the target position. In this case, the feed-forward from the measured fixed-wing velocity $v_f$ is disabled. Figure 8.7 sums up the tracking generator.

Smooth $C^3$ signals are preferable to the low-level formation controller, but to get adequate performance at the final parts of the recovery maneuver it is possible to reduce the model above to a second order one, leading to faster tracking performance. This is achieved by setting $k_3 = 0$ above and replacing (8.4) with $\ddot{x} = \tau_2$, as illustrated by the dashed box in Figure 8.7.

The desired velocity $v^p_d$ for the multirotors are now calculated by

$$v^p_d = \dot{x} + K_p(p^p - x) \tag{8.8}$$

where also $\dot{x}$ is used directly as a feed-forward in the underlying controller.

It should be noted that the net position is not measured explicitly, and furthermore it is not a desirable control target as the net will swing during the transit. Therefore we seek to control the position $\bar{p}$ as illustrated in Figure 8.4 as the circle in the cross-track plane. Hence, $p^p = \bar{p}_{2:3}$.

### Coordination - Along-track

The relative velocity between the net and the fixed-wing UAV is reduced by accelerating the net to a desired velocity. In order to control the point of impact an, open loop scheme is proposed.

For the final recovery phase, the along-track velocity of the fixed-wing UAV is assumed constant. The virtual runway defines a point $r_c$ along the runway as the
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Figure 8.7: Block-diagram of the trajectory generator. The measured signals from the incoming fixed-wing UAV is filtered through the tracking algorithm to generate smooth reference signals to the controller. Based on the location of the fixed-wing UAV, the switches $A$ and $B$ can be set to adjust for the situation when the fixed-wing UAV is outside of the virtual runway. Note that the saturation blocks are not in between the integrators, ensuring consistent $C^3$ signals. However, if faster performance is needed and $C^2$ is sufficient at certain stages of the maneuver, the inner loop can be removed.

designated recovery point. While waiting at the start of the virtual runway, the multirotor UAVs should monitor the location of the fixed-wing UAV. Based on an operator-defined relative speed to be achieved by the multirotors at the point of recovery $r_c$, the multirotor UAVs will start a pre-defined velocity profile along the virtual runway, to intercept the incoming fixed-wing UAV at $r_c$. By knowing the type of velocity profile used, the distance to the fixed-wing UAV, $r_0$, can be calculated based on the desired relative speed and along-track velocity of the fixed-wing UAV. This is summarized in Figure 8.8.

Figure 8.8: The figure shows the timing of the along-track velocity, where the current position of the net is marked with a circle at different instances of time (1)-(4). When the fixed-wing UAV reaches $r_0$, the multirotors starts the velocity profile for forward flight as to recover the fixed-wing UAV at $r_c$.

Different methods can be used to create a feasible velocity profile as the ultimate goal is to be able to calculate $r_0$. For the experimental setup conducted in this paper, a linear velocity profile with constant acceleration is utilized. As the acceleration
phase of the along-track profile is rather quick for the agile multirotors, this proved more than sufficient. More elaborate profile could obviously be used, for instance the $C^4$ polynomial profile proposed in [66].

### 8.3.4 Supervisor

The supervisor monitors the position and velocity of the fixed-wing UAV relative to the virtual runway in order to switch between the different modes in the maneuver, as described in Section 8.2.1. Each mode enables a certain controller and reference which gives a desired velocity setpoint. The overall controller structure is thus summarized in Figure 8.9, where we see how the supervisor controls when to activate the various parts of the coordination controllers.

In addition, the supervisor monitors the maneuver as it is progressing. If, because of wind or other factors, the fixed-wing UAV misses the net, it instructs the vehicles to try the maneuver again. Furthermore, if the projected proximity of the fixed-wing UAV and multirotors are too small, the supervisor can abort the operation. Depending on the situation, an abort can involve the multirotors to climb and reposition for a retry, or releasing the net and abort the mission entirely.

Let $v_{d,x}^p(t)$ be the along-track velocity profile, designed as discussed in Section 8.3.3. By combining this with the desired velocity from the cross-track control, we get $v_d^p = [v_{d,x}^p(t) \ (v_{d}^p)^\top]^\top$, and the resulting desired velocity in \{n\} can be found by the following transformation

$$v_n^d = (R_n^p)^\top v_d^p$$  \hspace{1cm} (8.9)

which gives the desired mission velocity for the two multirotors as discussed in Section 8.3.2. The complete controller structure is illustrated in Figure 8.9.

---

**Figure 8.9:** Illustration of the control-structure. The cross-track controller gets feedback from the position of the fixed-wing UAV in a plane orthogonal to the virtual runway. The along-track controller is an open-loop controller, initiated by the supervisor when the fixed-wing UAV reaches the virtual runway.
8.4 Experimental Validation

To validate the concept illustrated above, a series of experiments were conducted with a platform of relatively small size vehicles. The fixed-wing UAV used for experiments are a modified hobby-grade RC plane, with a takeoff-weight of approx. 1.5 kg, and a cruise-speed of around 15 m/s. The multirotors weigh approx. 2.2 kg, and have enough lift capacity to lift the fixed-wing UAV, the net and necessary payloads. The following sections will discuss the various practical aspects with the implementation, such as the overall system architecture, choice of net and structural support systems, and the sensors needed. Finally, we will go over the operational aspect and the safety mechanisms built into the system.

Note that even though the UAVs in question can be considered relatively small, it is important to realize that all the functionality and solutions discussed in this section can be transferred to larger vehicles. The simulation study conducted in [66] used a fixed-wing UAV with a maximum take-off weight of 4.2 kg, and multirotors with a total of 11 kg lifting capacity.

8.4.1 Overall System Architecture

The system consist of three main components; the fixed-wing UAV, the multirotors carrying the net, and a ground control segment. The ground control segment is used by the operators to configure the mission, and for monitoring and control during execution as discussed in Section 8.4.4. The fixed-wing UAV continuously sends position and velocity data to the multirotors, which calculates the path for interception when initiated by the operator. Even though the multirotors synchronize their position to achieve relative formation between themselves, the tracking- and coordination controllers described above runs on one of the multirotors, acting as a master.

Further, the system is designed to have a minimal impact on the normal operation of the fixed-wing UAV. Only a small module, consisting of an RTK GPS antenna, RTK GPS receiver and a wireless transmitter is required to be placed in the UAV. These components enable the accurate position and velocity of the fixed-wing UAV to be available on the controllers running on the multirotors.

8.4.2 Software and Hardware Platform

Each of the UAVs (both the fixed-wing and multirotors) are equipped with a Pixhawk [107] autopilot running the Ardupilot [9] software stack. The autopilot handles navigation and low-level control of the vehicles, and for the fixed-wing UAV it also handles the guidance tasks. These autopilot’s are based on highly flexible open-source software, which makes them ideal for the trials described in this paper. The software on the pixhawks in the multirotors have been slightly modified with regards to controller inputs. The modifications are available online.\(^1\)

The onboard computer is a Beaglebone Black [11] running the LSTS software toolchain [106]. The Beaglebone is a versatile embedded linux development board,

\(^1\)https://github.com/krisklau/ardupilot/tree/copterdev/3.3
offering plenty of IO\(^2\), accompanied by a 1 GHz ARM Cortex-A8 CPU. The LSTS toolchain is the core software suite used for implementation and realization of the described recovery maneuver. The toolchain consists of a minimal Linux distribution (Glued), a software framework layer (DUNE), and a ground control segment (Neptus). It is all open-source, and available online \[43\]. The toolchain is highly expandable, and makes it relatively easy to add new controllers to the underlying framework. It is designed to handle distributed heterogeneous vehicles operating in the same environment, which when accompanied with a dedicated GCS makes it a better alternative for complex operations than other available frameworks.\(^3\) All the controllers discussed in this paper are implemented in C++ in DUNE.

The communication to the Pixhawk from the Beaglebone is done using the MAVLink protocol \[82\] over a serial interface (UART) running at 912000 kb/s baud rate. Attitude and other telemetry data is transmitted from the pixhawk at 25 Hz, with a measured maximum latency of 30 ms. As depicted in Figure 8.9, DUNE transmits desired acceleration (labeled as \(\mathbf{F}_i\), see also (8.2)) in the inertial coordinate frame to the pixhawk, which calculates the resulting desired roll- and pitch-angle and total thrust.

As discussed, the accuracy of RTK GPS is required for the recovery maneuver. We leverage the open-source library RTKlib \[129\], which enables us to build a low-cost cm-level accurate positioning system. Accompanied by the u-blox M8T raw GNSS receiver and a slightly modified version of RTKlib\(^4\), we are able to measure position and velocity of all the UAVs at 10 Hz. RTKlib runs alongside DUNE on Beaglebone, and the RTKlib configurations are also available online.\(^5\)

The choice of antennas are critical for successful operations with RTK GPS. Even though patch-antennas with a suitable ground plane are most common for UAVs, we have opted for a helical active L1 antenna from Maxtena which has a very low weight and does not require a ground plane. In our tests they have shown superior performance on the tilting UAV platforms.

Although our controllers receive precise position data from the RTK GPS at 10Hz, due to the calculation times of RTKlib and propagation delay from the GPS receiver the data is available with a total delay of approx. 200 ms. This puts a restriction on the maximum achievable bandwidth of the controllers. By fusing the data with inertial- or other sensors, this delay can be compensated for, but this is not done in this work. However, the achievable bandwidth proved sufficient for the proposed control architecture and the experiments conducted for this thesis.

Communication between all vehicles (fixed-wing UAV, multirotors) and the ground control station is through a wireless network solution developed by Ubiquity Networks\(^6\). Specifically, the Ubiquity Rocket M5 provides a 5.8 GHz wireless network

---

\(^2\)Inputs and Outputs, such as serial lines (UART), SPI and General Purpose Input Output (GPIO).

\(^3\)For instance the also excellent Robot Operating System (ROS), which has a broad user base in the scientific community.

\(^4\)https://github.com/krisklau/RTKLIB/tree/fix/iss99

\(^5\)https://github.com/LSTS/glued/blob/master/systems/ntnu-b2xx/fs/etc/rtklib/conf/rtkrcv.conf

\(^6\)http://ubnt.com
with the AIRMAX transmission protocol. This is a *Time Division Multiple Access* (TDMA) network, providing constant throughput with minimal latency variance, which is important for the coordinated control strategies proposed in this chapter. The radio is interfaced through a standard RJ45 ether net plug, providing a bridged interface to the network.

8.4.3 Net, Support Structures and Sensors

The net under the multirotors is attached to a flexible aluminum rod both at the bottom and top of the assembly, as seen in Figure 8.1. The rod helps to stretch out the net, and also works as a shock-absorber during the impact with the fixed-wing UAV. Lastly, it will make sure that most of the forces from lifting the fixed-wing UAV after recovery is directed downwards, rather than inwards, which would cause the multirotors to spend unnecessary energy to stay apart from each other.

To choose the net for the setup, various alternatives were explored. It is important to keep the weight low, and it additionally needs to be strong enough to last for several recovery maneuvers. In the end, we chose a very light-weight (<40 g) net made from nylon threads, each at the thickness of a regular fishing-line, originally intended to keep birds away from berry-bushes. The net is 5 by 3 m.

After the fixed-wing UAV has made contact with the net, some mechanism is needed for it to stay attached. As can be seen in Figure 8.11, we rigidly attached two metallic rods to the nose of the UAV, and bent them once to act as a simple

![Diagram of experimental setup](image-url)
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hook. This proved to be very effective, with little intrusion on the fuselage and flight performance. Similar hooks could also be applied to the wings of the UAV, to enable even more robust linkage to the net.

To attach the net to the multirotors, a multi-purpose attachment device was created, see Figure 8.11. It consists of (1) a quick-release mechanism, and (2) a tension sensor. The quick-release mechanism is built around a cylinder with a circular release pin. This design, combined with a smooth nylon-coated wire attached to the top of the net, allows for a low-friction operation which can be driven by a micro-sized (4.7 g) servomotor, even with several kg’s of load. The tension-sensor is a low-weight load-cell from Futek, LSB200 [40]. The combined assembly is installed on a gimbal-like structure to facilitate free range of motion, so that the load cell is only subjected to external forces along it’s sensor line as illustrated in Figure 8.11.

Figure 8.11: Left: Metallic hooks attached to the nose of the fixed-wing UAV, used to latch onto the suspended net. The hooks had little to no effect on flight performance. Right: Assembled quick-release mechanism and tension sensor on a gimbal-like structure for free range of motion.

8.4.4 Ground Control Station

To control the recovery maneuver, the operator is presented with an overview of the location of the recovery maneuver, as seen in Figure 8.12. Here the operator can set the height and width of the virtual runway (works as a fence for the location of the multirotors) prior to the maneuver, as well as monitor the progress with the location of all vehicles while the recovery is taking place. In addition to the sky-view, the operator can also see the location of the vehicles in the cross-track plane, which is very useful for the initial tuning of the maneuver parameters. These views are extensions to the GCS in the LSTS toolchain as discussed in Section 8.4.2

8.4.5 Controller Tuning

To tune the controllers, several fixed-wing recovery maneuvers were conducted without the actual net between the multirotors, and an additional 5 m of offset distance was put in place. This allowed safe operations while tuning and assessing the performance of the system. The whole system has three tuning profiles: Cruise, Normal, and High Gain, which is in use during transport, approach and final
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Figure 8.12: Zoomed-in view of the operator interface for the net-recovery maneuver. The yellow rectangle represents the safety area (width of the virtual runway), while the green lines represent the location of the planned recovery.

recovery phase, respectively. Additionally, as described in Section 8.3.3, a faster 2nd order trajectory generator is in use in the High Gain phase.

Overall, the formation controller was to a higher bandwidth than the cross-track coordination controller, and a high relative damping factor was used to ensure smooth operations and to better react to the abrupt force from the incoming fixed-wing UAV.

8.4.6 Operational Aspects

As this is a rather complex experiment, involving three flying vehicles, it is vital to have a well-grounded operational environment. Three UAV pilots were involved in the operation, each responsible for a separate vehicle and able to take control. The operation was conducted as follows:

Pilot A conducted a manual takeoff of the fixed-wing UAV using an RC transmitter. After reaching cruising altitude, a rectangular flight-plan (see Figure 8.13) which included the recovery location was uploaded and initiated on the fixed-wing autopilot. On-board battery fail-safe systems monitor the fixed-wing UAV battery capacity. The two multirotor UAVs was positioned on the ground, with the net between them. A pilot-assisted control mode is then initiated, which allows a single pilot, Pilot B, to take-off and maneuver the two multirotor UAVs in a synchronous fashion. In reference to Figure 8.6, the pilot sets the desired mission velocity using an RC-remote controller. After takeoff, Pilot B issues a command for the autonomous recovery maneuver to start, in which the multirotor UAVs move towards the start of the virtual runway, awaiting the approaching fixed-wing UAV. At all times, Pilot B and Pilot C are able to take manual control of multirotors 1 and 2, respectively. The procedures for this, along with a number of other safety systems, are discusses in the next section.

After the autonomous recovery is completed, the multirotors return with the fixed-wing UAV to the start of the virtual runway. There, they await for the pilot to give command to enter the pilot-assisted control mode again. Then, the single pilot guides the multirotor toward the landing area. When the now suspended fixed-wing UAV is lowered to the ground, the pilot releases the net with a switch on his RC transmitter. Pilot B and Pilot C then lands the multiorotors individually.
Figure 8.13: Nominal flight-plan for the fixed-wing UAV during the experiments. The designated recovery location is in the middle of the grass runway, on the upper long leg of the path.

Safety

In accordance with the local civil aviation authorities, these tests were categorized as conducted within Visual Line Of Sight (VLOS), and were coordinated with the nearby air traffic control tower. At all times, a pilot has the capability to resort to manual control, using an RC transmitter to the autopilot, of each aircraft should it be needed.

A number of automatic failsafe systems were put in place. To simplify the operational aspects during these trials, any of the following conditions triggered an abort. Should such an abort be triggered, the two multirotors would (1) simultaneously drop the suspended net, and (2) move 3 m directly away from each other, using control-logic on the low-level autopilot. There, the multirotors would wait until manual control is issued by the pilot. The following conditions triggers an abort:

- **Pilot abort**: Each pilot has a RC transmitter with a dedicated button to manually trigger an abort, should the need arise due to unforeseen events.
- **Battery capacity**: Battery voltage and remaining capacity is monitored by the autopilot. If the level reaches a certain lower bound, a battery-failsafe is triggered.
- **Weight of suspended load**: During recovery, should the weight on a single multirotor from the suspended load be measured to be over 1.5 kg for more than 0.5 s, a weight-failsafe is triggered.
- **Communication timeout**: Should the communication link between any of the vehicles or ground control station drop out for more than 0.5 s, the position and velocity information between the vehicles can no longer be updated, and a timeout-failsafe is triggered.
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- **RTK GPS lock loss**: The system relies on the accurate positioning solution of the RTK GPS for precision recovery of the incoming fixed-wing UAV, and maintaining relative formation between the multirotors. Should the navigation solution lose lock, either due to communication failure with the base station, satellite obstruction, numerical calculation errors or other events, an abort is triggered. Note that the system permits a short (1 s) loss of lock, in which a navigation algorithm augments the location solution from a standard secondary code-based GPS with the last valid RTK GPS solution before issuing the abort.

The ground control station would inform the operator of the source of the abort signal. Although the failsafe-procedures uses straight-forward condition-based logic that all led to the same abort event, it provided a robust platform for experimental tests. Naturally, more logic could be added in the future. As an example, two levels of battery failsafes levels could be added, where only the lower critical one would trigger a drop of the suspended load, useful to prevent unwanted release of the fixed-wing UAV just after the recovery, but before being lowered to the ground.

In the experimental trials conducted, the length of the timeouts discussed above was chosen rather conservatively. In a operational scenario, longer periods of communication dropout and loss of RTK GPS lock can be tolerable, depending on the specific situation. For instance, in the case of communication loss between the fixed-wing UAV and the multirotor UAVs, a wait-and-hold pattern can be initiated until communication is re-established. Secondary short-range links can be used for redundancy and transmission of critical data between the multirotors to ensure reliability, and deeper integration with inertial sensors can lead to better precision during loss of RTK GPS lock using a standard code-based GPS as a fallback solution.

Further, the three pilots used was needed to ensure safe trials during the test-phase. As the system is designed to be fully autonomous, the number of pilots can readily be reduced. A single pilot can be used, assisted by the on-board controller software, to guide the multirotor UAVs during takeoff and landing. As the fixed-wing UAV is on respectively on autopilot or recovered in the net, the same operator crew used in the fixed-wing operation can be used for the recovery maneuver.

### 8.5 Results

Experiments were conducted to test the proposed maneuver in December of 2016 in Trondheim, Norway. The temperature was a brisk 2 °C, with a fairly calm wind of approx. 3-4 m/s, and some stronger gusts. In preparations for the actual recovery maneuver, several trial runs were conducted using all assembled equipment except for the net. That way, we could test the setup and tuning of the controllers prior to performing the recovery maneuver as described in Section 8.4.6. Snapshots of one of the experiments can be seen in Figure 8.14.

The fixed-wing UAV was set to continuously fly a rectangular pattern with an altitude of 40 m to stay clear of the surrounding trees and hills. One of the long legs corresponded to the desired landing area, in which the UAV descended to an altitude of approx. 10 m. The cruise-speed of the UAV was 16 m/s, while at
the landing zone it had a designated speed of 12 m/s. The resulting flight-path of the fixed-wing UAV has some natural variation due to the use of single-precision code-based GPS for navigation, which can be observed in Figure 8.15.

A total of five attempts at autonomous recovery of the fixed-wing UAV using two coordinating multirotors were conducted. Of the five tests conducted, four resulted in a successful recovery of the fixed-wing UAV. For the remaining experiment, excessive lateral movements and a structural weak point in the net caused only the wing to make contact, thus resulting in the fixed-wing UAV not attaching to the net. However, it continued its nominal flightpath unharmed. The lateral movements of the fixed-wing UAV took place the moment before recovery, most likely caused by a strong wind gust. This can be seen at the very end of Figure 8.17. By applying hooks to the wings as well, this attempt would also have been successful. Also, a more aggressively tuned or larger fixed-wing UAV would be less affected by the such wind gusts, should they appear just before the recovery. The multirotor UAVs were successful in tracking the variations in the fixed-wing flight path leading up the unsuccessful recovery, as well as on the other successful ones.

A video illustrating the successful recovery of the fixed-wing UAV is available
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The cross and triangle marks the time of recovery and start of multirotor high gain phase, respectively.

Figure 8.15: Flight-path of the fixed-wing UAV just prior to the recovery in the net. The figure illustrates the accuracy and behavior of the path-controller in the low-level fixed-wing UAV autopilot. Note that the fixed-wing UAV does not alter its path based on the location of the net; it is up to the multirotors to use position and velocity data to intercept and recover the incoming fixed-wing UAV. The cross and triangle marks the time of recovery and start of multirotor high gain phase, respectively.

Figure 8.14 shows an overview of one of the experiments conducted. We can see the two multirotors waiting with the suspended net for the fixed-wing UAV to approach. When it is close, the multirotors starts the crosstrack tracking as to intercept the path of the incoming fixed-wing UAV. We see that in both cases the multirotors are able to to intercept and successfully recovery it.

To show the performance of the control algorithms, the results from all five experiments are assembled in Figure 8.16. Here, the relative position of the net and fixed-wing UAV is shown at the top, while the bottom part shows the distance from the fixed-wing UAV to the net edge in the cross-track plane.

Figure 8.17 shows how the net position is tracking the position of the fixed-wing UAV in the y-component of the crosstrack plane in the virtual runway. The marked triangle represents the point were we enter a high gain profile, where 3rd order trajectory generator is replaced with a faster 2nd order one.

In Figure 8.18, the cable tensions for two of the experiments are shown. The tension was measured using on-board strain gauges, as described in Section 8.4.3. It can be seen that at the moment the fixed-wing UAV makes contact with the suspended net, a peak tension of approximately 2.5 kg is measured. However, it relatively quickly settles to the resting mass of the now suspended fixed-wing UAV. At the end of the time-series, it is seen how the weight drops to zero when the plane is put to rest on the ground, and the net is released.

---

Figure 8.15: Flight-path of the fixed-wing UAV just prior to the recovery in the net. The figure illustrates the accuracy and behavior of the path-controller in the low-level fixed-wing UAV autopilot. Note that the fixed-wing UAV does not alter its path based on the location of the net; it is up to the multirotors to use position and velocity data to intercept and recover the incoming fixed-wing UAV. The cross and triangle marks the time of recovery and start of multirotor high gain phase, respectively.

Figure 8.14 shows an overview of one of the experiments conducted. We can see the two multirotors waiting with the suspended net for the fixed-wing UAV to approach. When it is close, the multirotors starts the crosstrack tracking as to intercept the path of the incoming fixed-wing UAV. We see that in both cases the multirotors are able to to intercept and successfully recovery it.

To show the performance of the control algorithms, the results from all five experiments are assembled in Figure 8.16. Here, the relative position of the net and fixed-wing UAV is shown at the top, while the bottom part shows the distance from the fixed-wing UAV to the net edge in the cross-track plane.

Figure 8.17 shows how the net position is tracking the position of the fixed-wing UAV in the y-component of the crosstrack plane in the virtual runway. The marked triangle represents the point were we enter a high gain profile, where 3rd order trajectory generator is replaced with a faster 2nd order one.

In Figure 8.18, the cable tensions for two of the experiments are shown. The tension was measured using on-board strain gauges, as described in Section 8.4.3. It can be seen that at the moment the fixed-wing UAV makes contact with the suspended net, a peak tension of approximately 2.5 kg is measured. However, it relatively quickly settles to the resting mass of the now suspended fixed-wing UAV. At the end of the time-series, it is seen how the weight drops to zero when the plane is put to rest on the ground, and the net is released.

---

7 https://youtu.be/aLNwuTjmv4
8.6 Chapter Summary and Conclusions

In this chapter, we have presented a novel method for autonomous recovery of fixed-wing UAVs using a net suspended below two multirotor UAVs. The proposed method enables fixed-wing UAV operations in the absence of runways or sufficient space for a stationary net. It is especially suited for ship-based marine launch and recovery operations, as the wave-induced heave motion of the ship, and other environmental factors do not affect the recovery, as it is conducted off the ship deck. In addition, the recovery maneuver can be readily adapted to changing wind conditions and direction.

A complete control system was proposed, along with the definition of a virtual runway for which the recovery maneuver is performed along. The proposed control system includes cooperative formation control algorithms of the two multirotors, and a trajectory generator to track and intercept the incoming fixed-wing UAV.

Multiple experimental trials were conducted on a smaller-scale fixed-wing UAV to validate the proposed control system. The recovery maneuver was conducted fully autonomously, for which the control algorithms were implemented on-board each UAV in a distributed fashion. The experimental platform included the use of Real-time kinematic GPS for precise navigation solutions.

Although the experimental platform used consisted of a small scale fixed-wing UAV (∼1.5 kg), the proposed control system is directly applicable to larger systems.
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**Figure 8.16:** Tracking results from all five recovery attempts. Even though experiment three was unsuccessful in firmly attaching the fixed-wing UAV to the net, the data still shows adequate tracking performance. Note that the upper part illustrates the *relative* position of the fixed-wing UAV and the net (blue square) in the crosstrack plane.
Figure 8.17: Crosstrack tracking performance for (a) the first two experiments, and (b) the last three experiments. Relative to experiments 1 & 2, the damping parameter in the tracking generator was adjusted slightly in the last three, resulting in better performance. The solid line is the fixed-wing UAV position, while the dashed and dash-dotted line represents the net location and trajectory generator output, respectively. The triangle position mark the moment in time when the high gain control profile is activated.
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Figure 8.18: Cable tension on both multirotors for experiments 1 (a) and 4 (b). In both cases, the initial wait time shows a constant weight of roughly 0.6 kg, which represents the total weight of the net + structure rod assembly. A peak force of about 2.5 kg on each multirotor is measured just as the fixed-wing UAV enters the net. After a brief settling time, the total weight settles to approximately 1.7 kg, which matches well to the weight of the fixed-wing UAV. The average weight-calculations is done on the data as marked in the figure.
Chapter 9

Conclusions

This chapter presents the main conclusions from the work presented in this monograph. It also provides some suggestions and remarks about future work.

Conclusions

This monograph gave an overview of the challenges introduced by transporting a suspended payload with a single or multiple multirotor UAVs, and presented several control system designs to solve the accompanied control problems. For each case, the system dynamics was modeled, and the suggested control design verified through simulations. Further, experimental data from a number of different flight scenarios was used to justify the validity of the various proposed controllers.

In addition, a novel recovery method for fixed-wing UAVs was presented, which were tested experimentally on a small-scale fixed-wing UAV platform. The rest of this section concludes each chapter individually.

Chapter 2 gave an overview of the related hardware and software used in the work for which this monograph is based. It intended to give the reader an insight into the level of complexity one faces when designing systems for coordinated control applications, and hopefully serves as basis for future research into similar areas.

Chapter 3 provided an extensive model of the nonlinear dynamics that occurs when connecting a multirotor to a suspended load. We considered the case when the suspended load is attached to the centre of gravity of the multirotor, and designed a robust, nonlinear tracking controller based on the backstepping technique. The controller ensured asymptotic stability of the origin of the tracking error, even in the presence of unknown disturbances from wind. To suppress unwanted oscillations and swings in the suspended payload, a combination of an open- and closed-loop approach to trajectory generation was suggested. Furthermore, both numerical simulations and experimental trials verified the suggested controller.

Chapter 4 introduced multibody operations, and provided an insight into the complex dynamics of multibody systems. Different modeling techniques was discussed, and the Udwadia-Kalaba equation was introduced as an efficient alternative to more established methods. Equations of motion was derived using these equations, which was used for simulation purposes for the remainder of the thesis.
To counteract the disturbance from the suspended load, one could utilize a sensor to measure the tension of the suspension wire, which subsequently can be directly cancelled in a feed-forward fashion by the controller. This is utilized in Chapter 5, which also considers the case when external positioning systems are not of sufficient precision for close formation flight. Instead, it proposes measuring the relative angles of the suspension wires, and designs a kinematic controller to achieve the desired formation. Along with Lyapunov stability analysis, numerical simulations verify the results.

Chapter 6 formulated the control issue as a consensus problem, and designs a cooperative path-following control structure for each multirotor, which ensures convergence to the desired formation along a pre-defined parameterized path. This controller also relies on measurements of the tension from the suspended load to cancel the effects on the multirotors, and is verified by numerical simulations.

Chapter 7 presented a controller in which the suspended load is considered having an unknown, albeit slowly varying, effect on the multirotors. Through a passivity-based framework, a position-based formation controller with bias estimation is presented. In addition to numerical simulation, the controller is verified experimentally, using three multirotor UAVs cooperatively carrying a payload.

As the controller presented in Chapter 7 is based on synchronizing the relative position of each UAV, it does not require the generation of a parameterized path as the controller presented in Chapter 6, which is a non-trivial task. Further, it includes an adaptive term to compensate for the unknown tension from the suspended load, instead of relying on a force measurement.

Chapter 8 presented a novel method for autonomous recovery of fixed-wing UAVs using a net suspended below two multirotor UAVs. The proposed method enables fixed-wing UAV operations in the absence of runways or sufficient space for a stationary net, and a patent for the concept was filed on April 12, 2017. It is especially suited for ship-based marine launch and recovery operations, as the wave-induced heave motion of the ship, and other environmental factors does not affect the recovery, as it is conducted off the ship deck. In addition, the recovery maneuver can be readily adapted to changing wind conditions and direction.

A complete control system was proposed, along with the definition of a virtual runway for which the recovery maneuver is performed along. The proposed control system includes cooperative formation control algorithms of the two multirotors, and a trajectory generator to track and intercept the incoming fixed-wing UAV.

Multiple experimental trials were conducted on a smaller-scale fixed-wing UAV to validate the proposed control system. The recovery maneuver was conducted fully autonomously, for which the control algorithms were implemented on-board each UAV in a distributed fashion. The experimental platform included the use of Real-time kinematic GPS for precise navigation solutions.

Future Work

This section gives some suggestions for future work, divided into the relevant topics.
Robust navigation for time-delayed signals

Even though the platform used for the experimental verification of the enclosed work used high-precision RTK GPS for positioning, there is still room for improvement. Specifically, navigation filters which takes the delay from the RTK processing software (typically 100-200 ms) into account should be implemented. Further, by fusing with data from other sources, higher sampling rates can be achieved.

To achieve this, the natural choice is fusion of data from inertial sensors. As the low-level autopilot is already equipped with an IMU, the data from this could be used. However, the telemetry data from the autopilot over the serial connection might also be delayed.

Another approach is to use the navigation solution already present in the autopilot for fusion. The real reason RTK is needed, is the high absolute accuracy. However, the position offset from the autopilot solution is very slowly varying, which means delayed data from the autopilot can be used to estimate this offset, and use the data from the autopilot augmented with this offset as navigation data to the controllers.

Verification of active load tension compensation

The two controllers presented in Chapters 5 and 6 relied on actively measuring the tension force from the suspended load to counteract this. Further tests is needed to verify that the low-cost sensors used in this work are accurate enough, and that the transient load response can be properly filtered out.

Explicit usage of the interconnected model in the control design

As discussed in Chapter 4, the multirotors lifting a suspended load are subjected to dynamic coupling, which makes it difficult to utilize model-based control to cancel the load disturbance, as it would require feedback from the instant acceleration of both the load and the other multirotors to achieve explicitly. In addition, the calculations are somewhat numerically expensive to be carried out in real-time on an embedded processor. However, by exploiting a known configuration when the multirotors have achieved the desired formation, and using an estimate of the body accelerations, there is potential to utilize the Udwadia-Kalaba equations for feedback.

Efficient computation of formation specification

In Chapter 6, an algorithm for designing trajectories that ensured equal tension in the wires to each multirotor by appropriately tilting and rolling the desired relative formation during acceleration was discussed. However, the calculation of the second derivative of these trajectories exactly are very numerically expensive. Approximations using small-angle assumptions, or other representations of the relative formations should be investigated to enable efficient calculations of these trajectories on an embedded platform. In addition, a similar method can be applied to the controller presented in Chapter 7 to ensure smoother operations during acceleration.
Appendices
Appendix A

Experimental Setup

The following is a supplementary image of the experimental setup for the field verifications conducted in Chapter 7.

Figure A.1: Setup of the multirotors for the experimental validation of the passivity-based formation control.
Appendix B

Stability Analyses

The following details the stability analysis from Chapter 7, Section 7.3.

For each UAV $i = 1, \ldots, N$, described by (7.11), the storage function

$$S_i(v_i, \bar{v}_i, \delta_i, \bar{\delta}_i) = \frac{m_i}{2} \|v_i - \bar{v}_i\|^2 + \frac{1}{2} \|\delta_i - \bar{\delta}_i\|^2 \quad (B.1)$$
certifies equilibrium independent output strict passivity since

$$\dot{S}_i(v_i, \bar{v}_i, \delta_i, \bar{\delta}_i) = (v_i - \bar{v}_i)\top(-v_i + v^d - \delta_i + u_i) + (\delta_i - \bar{\delta}_i)\top(v_i - v^d)$$

$$= -\|v_i - \bar{v}_i\|^2 + (v_i - \bar{v}_i)\top(u_i - \bar{u}_i)$$

where we have used $\bar{v}_i = v^d$ and $\bar{u}_i = \bar{\delta}_i$ in the second equality.

For the suspended load, described by (7.7), the storage function

$$S_L(v_{N+1}, \bar{v}_{N+1}) = \frac{m_L}{2} \|v_{N+1} - \bar{v}_{N+1}\|^2 \quad (B.2)$$
can be used to show that it is equilibrium independent passive since

$$\dot{S}_L(v_{N+1}, \bar{v}_{N+1}) = (v_{N+1} - \bar{v}_{N+1})\top(-m_L g + u_{N+1})$$

$$= (v_{N+1} - \bar{v}_{N+1})\top(u_{N+1} - \bar{u}_{N+1})$$

where $\bar{u}_{N+1} = m_L g$.

For each edge $\ell = 1, \ldots, T$, described by (7.12) with the control strategy in (7.13), the storage function is

$$R_\ell(r_\ell, \bar{r}_\ell) = \int_{r_\ell}^{r_\ell} (h_\ell(\zeta) - h_\ell(\bar{r}_\ell))d\zeta \quad (B.3)$$

$$= \sum_{i \in \{x,y,z\}} \int_{r_\ell}^{r_\ell} (\sigma_\ell^i(\zeta^i) - \sigma_\ell^i(\bar{r}_\ell^i))d\zeta^i$$

where the second equality holds since the curl of $h_\ell$ in (7.13) is zero implying path independence of the integral. The storage function $R_\ell$ is zero for $r_\ell = \bar{r}_\ell$ and
strictly positive for all $r_\ell \neq \bar{r}_\ell$ since $\sigma^x_\ell$, $\sigma^y_\ell$, and $\sigma^z_\ell$ are strictly increasing and onto for $\ell = 1, \ldots, T$. This storage function certifies each subsystem is equilibrium independent passive since

$$
\dot{R}_\ell(r_\ell, \bar{r}_\ell) = \begin{bmatrix} \sigma^x_\ell(r^x_\ell) - \sigma^x_\ell(\bar{r}^x_\ell) \\
\sigma^y_\ell(r^y_\ell) - \sigma^y_\ell(\bar{r}^y_\ell) \\
\sigma^z_\ell(r^z_\ell) - \sigma^z_\ell(\bar{r}^z_\ell) \end{bmatrix} \top w_\ell
= (h_\ell(r_\ell) - h_\ell(\bar{r}_\ell)) \top (w_\ell - \bar{w}_\ell)
$$

where $\bar{w}_\ell = 0$.

For each edge $\ell = T + 1, \ldots, E$, described by (7.12) and (7.8), the storage function is

$$
R_\ell(r_\ell, \bar{r}_\ell) = \int_{\|\bar{r}_\ell\|}^{\|r_\ell\|} \sigma_\ell(\zeta) d\zeta - \sigma_\ell(\|\bar{r}_\ell\|) \frac{\bar{r}_\ell^\top (r_\ell - \bar{r}_\ell)}{\|\bar{r}_\ell\|}. 
$$

(B.4)

Clearly, $R_\ell(\bar{r}_\ell, \bar{r}_\ell) = 0$ and by calculating the Hessian of $R_\ell$ we can show that it is positive definite in a neighborhood of $\bar{r}_\ell$.

The gradient of the storage function is

$$
\nabla_{r_\ell} R_\ell(r_\ell, \bar{r}_\ell) = \sigma_\ell(\|r_\ell\|) \frac{r_\ell}{\|r_\ell\|} - \sigma_\ell(\|\bar{r}_\ell\|) \frac{\bar{r}_\ell}{\|\bar{r}_\ell\|}
= h_\ell(r_\ell) - h_\ell(\bar{r}_\ell)
$$

and the Hessian is

$$
H_{r_\ell} R_\ell(r_\ell, \bar{r}_\ell)
= \nabla_{r_\ell} \left( \sigma_\ell(\|r_\ell\|) \frac{r_\ell^\top}{\|r_\ell\|} \right)
= \sigma_\ell(\|r_\ell\|) I_3 + \nabla_{r_\ell} \left( \sigma_\ell(\|r_\ell\|) \right) \frac{r_\ell^\top}{\|r_\ell\|}
= \sigma_\ell(\|r_\ell\|) I_3 + \left( \sigma'_\ell(\|r_\ell\|) - \frac{\sigma_\ell(\|r_\ell\|)}{\|r_\ell\|} \right) \frac{1}{r_\ell^\top r_\ell} r_\ell r_\ell^\top
$$

where $I_n \in \mathbb{R}^{n \times n}$ is the identity matrix. Note that the Hessian is the sum of a scaled identity matrix and a rank one matrix. Therefore, the eigenvalues of the Hessian are

$$
\sigma_\ell(\|r_\ell\|)
= \frac{\sigma_\ell(\|r_\ell\|)}{\|r_\ell\|}
$$

with multiplicity 2 and

$$
\sigma_\ell(\|\bar{r}_\ell\|) + \left( \sigma'_\ell(\|\bar{r}_\ell\|) - \frac{\sigma_\ell(\|\bar{r}_\ell\|)}{\|\bar{r}_\ell\|} \right) = \sigma'_\ell(\|\bar{r}_\ell\|)
$$

with multiplicity 1. Thus, if

$$
\sigma_\ell(\|\bar{r}_\ell\|) > 0 \quad \text{and} \quad \sigma'_\ell(\|\bar{r}_\ell\|) > 0
$$

(B.5)
then the Hessian is positive definite at $\bar{r}_\ell$ which implies that $R_\ell(r_\ell, \bar{r}_\ell) > 0$ for all $r_\ell \neq \bar{r}_\ell$ in a neighborhood of $\bar{r}_\ell$. The first condition, $\sigma_\ell(||\bar{r}_\ell||) > 0$, holds whenever the spring is in tension and the second condition, $\sigma_\ell'(||\bar{r}_\ell||) > 0$, always holds since $\sigma_\ell$ is increasing.

The Lie derivative of this storage function is

$$\dot{R}_\ell(r_\ell, \bar{r}_\ell) = (h_\ell(r_\ell) - h_\ell(\bar{r}_\ell))^\top (w_\ell - \bar{w}_\ell)$$

where $\bar{w}_\ell = 0$. Therefore, this storage function certifies the edge subsystems are equilibrium independent passive in a neighborhood of $\bar{r}_\ell$ for any $\bar{r}_\ell$ satisfying $\sigma_\ell(||\bar{r}_\ell||) > 0$.

In order to characterize the equilibrium points of the system we must consider configurations with specific numbers of UAVs. For example with $N = 2$, the set of equilibria of the interconnected system in Figure 7.2 with the UAV, edge, and load subsystems described by (7.11), (7.12), and (7.7) respectively, is given by

$$\mathcal{E} = \left\{ (\bar{v}, \bar{\delta}, \bar{r}) \mid \begin{array}{l} \bar{v}_i = v^d \text{ for } i = 1, \ldots, 3 \\
m_{Lg} = h_2(\bar{r}_2) + h_3(\bar{r}_3) \\
\bar{\delta} = \begin{bmatrix} -h_1(\bar{r}_2 - \bar{r}_3) - h_2(\bar{r}_2) \\
h_1(\bar{r}_2 - \bar{r}_3) - h_3(\bar{r}_3) \end{bmatrix} \end{array} \right\}. $$

where the geometric relation $\bar{r}_1 = \bar{r}_2 - \bar{r}_3$ is used in the last equation. Since the functions $h_1, \ldots, h_3$ are increasing and onto in each coordinate there exists a unique $\bar{\delta}$ for all values of $\bar{r}_2$ and $\bar{r}_3$. Therefore, there is an equilibrium point for any $r_2$ and $r_3$ satisfying $m_{Lg} = h_2(r_2) + h_3(r_3)$. For configurations with $N > 2$ UAVs the set of equilibria $\mathcal{E}$ is of a similar form and is a continuum of points.

**Theorem B.1** (restated from Theorem 7.1). Any equilibrium point $(\bar{v}, \bar{\delta}, \bar{r}) \in \mathcal{E}$ of the interconnected system in Figure 7.2 that satisfies $\sigma_\ell(||\bar{r}_\ell||) > 0$ for $\ell = T + 1, \ldots, E$ is stable.

**Proof.** By combining the subsystem storage functions (B.1)-(B.4) we get the candidate Lyapunov function

$$V(v, \delta, r) = \sum_{i=1}^{N} S_i(v_i, \bar{v}_i, \delta_i, \bar{\delta}_i) + S_L(v_{N+1}, \bar{v}_{N+1}) + \sum_{\ell=1}^{E} R_\ell(r_\ell, \bar{r}_\ell).$$

for any equilibrium point $(\bar{v}, \bar{\delta}, \bar{r}) \in \mathcal{E}$. By the definitions of the subsystem storage functions $V(\bar{v}, \bar{\delta}, \bar{r}) = 0$ and $V$ is positive definite in $v$, $\delta$, and $r_\ell$ for $\ell = 1, \ldots, T$. Furthermore, since $\sigma_\ell(||\bar{r}_\ell||) > 0$ for $\ell = T + 1, \ldots, E$ then there will exist an open set $\mathcal{R}$ containing $\bar{r}_\ell$ such that $V(\bar{v}, \bar{\delta}, \bar{r}) = 0$ and $V(\bar{v}, \bar{\delta}, r) > 0$ for any $\{r_\ell \in \mathcal{R} \mid r_\ell \neq \bar{r}_\ell \text{ for } \ell = T + 1, \ldots, 1\}$. 
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The Lie derivative of $V$ is

$$\dot{V}(v, \delta, r) = \sum_{i=1}^{N} \left( -\|v_i - \bar{v}_i\|^2 + (v_i - \bar{v}_i)^\top (u_i - \bar{u}_i) \right) + (v_{N+1} - \bar{v}_{N+1})^\top (u_{N+1} - \bar{u}_{N+1}) + \sum_{\ell=1}^{E} (h_\ell(r_\ell) - h_\ell(\bar{r}_\ell))^\top (w_\ell - \bar{w}_\ell)$$

$$= -\sum_{i=1}^{N} \|v_i - \bar{v}_i\|^2 + (v - \bar{v})^\top (u - \bar{u}) + (h(r) - h(\bar{r}))^\top (w - \bar{w})$$

$$= -\sum_{i=1}^{N} \|v_i - \bar{v}_i\|^2 - (v - \bar{v})^\top D(h(r) - h(\bar{r})) + (v - \bar{v})^\top D(h(r) - h(\bar{r}))$$

$$= -\sum_{i=1}^{N} \|v_i - \bar{v}_i\|^2 \leq 0$$

where the third inequality follows from $u = -Dh(r)$ and $w = D^\top v$. Hence, any equilibrium point $(\bar{v}, \bar{\delta}, \bar{r})$ satisfying $\sigma_\ell(\|\bar{r}_\ell\|) > 0$ for $\ell = T + 1, \ldots, E$ is stable. □

**Remark B.1.** The assumption that $\sigma_\ell(\|\bar{r}_\ell\|) > 0$ for $\ell = T + 1, \ldots, E$ is not restrictive because it is only true when the cables between the UAVs and the load are in tension. This condition is expected in normal operation and desired so that there is no slack in the cables.
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