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Abstract—This paper presents a method for formation control of marine surface craft inspired by Lagrangian mechanics. The desired formation configuration and response of the marine surface craft are given as a set of constraint functions. The functions are treated according to constraints in analytical mechanics. Thus, constraint forces arise and feedback from the constraint functions keeps the formation assembled. Since the constraint functions are designed for a desired effect, the forces can be interpreted as control laws. Examples of constraint functions that maintain a formation are presented. Furthermore, the same approach has been applied with no major modification to position control purposes for a single vessel. An extension to underactuated vessels is given. Simulations with nonlinear models of tugboats illustrate the proposed method versatility and its robustness with respect to environmental disturbances and time delays.
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I. INTRODUCTION

The fields of coordination and formation control with applications towards mechanical systems, ships, aircraft, unmanned vehicles, spacecraft, etc., have been the object of increased research interest in recent years. This interest has gained momentum due to technological advances in the development of powerful control techniques for single vehicles, the increasing computational and communication capabilities, and the ability to create small, low-power, low-cost systems. Researchers have also been motivated by group behaviors in nature, such as flocking and schooling, which benefits the animals in the formation [1]–[4]. Many models from biology have been developed to give an understanding of the traffic rules that govern fish schools, bird flocks, and other animal groups, which again have provided motivation for control synthesis and computer graphics (see [5], [6], and the references therein).

Some of the reasons for considering the use of distributed vehicles are their characteristics of structural flexibility, reliability through redundancy, increased instrument resolution, and reduced cost, since several simple, inexpensive systems can compete with singular sophisticated and expensive systems, and it is expected that a cooperative mobile network of sensors can outperform a single large vehicle with multiple sensors, when the goal is to climb the gradient of an environmental field [7]. Marine applications include icebreaker escort, underway replenishment, and tandem loading, where motions are coordinated to avoid collisions. An additional motivation for marine surface craft is reduced drag forces. Autonomous ocean sampling networks have attracted wide interest (see, e.g., [8]). In these applications, communication constraints and environmental disturbances pose challenges for control design [9].

There exists a large number of publications in the fields of cooperative and formation control of autonomous vehicles—recent results can be found in [4], [7], [10]–[12], and references therein. While the applications are different, some common fundamental parts can be extracted from the many existing approaches to vehicle formation control. Roughly, three approaches are found in the literature: leader-following, behavioral methods, and virtual structures.

Briefly explained, the leader-following architecture defines a leader in the formation while the other members of the formation follow that leader [13], [14]. The behavioral approach prescribes a set of desired behaviors for each member in the group, and weighs them such that desirable group behavior emerges. Possible behaviors include trajectory and neighbor tracking, collision and obstacle avoidance, and formation keeping [15].

In the virtual structure approach, the entire formation is treated as a single, virtual, structure. Formation control of virtual structures has been achieved, e.g., by making all members of the formation track assigned nodes which move through space in the desired configuration, and then use formation feedback to prevent members from leaving the formation [16]. In [17], each member of the formation tracks a virtual element at the same time as the motion of the elements is governed by a function that specifies the desired geometry of the formation.

Control laws for redundant robotic manipulator control [18] have been extended to formation control, and incorporate parts of the aforementioned approaches. The extension was originally proposed in [19] where task functions describe formation behaviors and inverse kinematics is used to assign task priority. The authors of [20] extend the result by using singularity-robust inverse kinematics.

Coordinated control applications for marine surface vessels have been investigated for low-speed replenishment operations [21], [22], and also for a surface craft following an underwater vehicle [14]. For surface vessels, it is relatively easy to communicate using radio-frequency technology. However, a decentral-
ized control law implementation is desirable due to safety issues such as breakdown of communication channels and redundancy reliability. Position is measured with either local or global navigation systems (or a combination). Local position reference systems include taut-wire, hydroacoustic, and laser measurements. Among the commercially available global navigation satellite systems the American system called Navstar global positioning system (GPS) is one of the most popular. Advanced vessels also frequently incorporate an inertial navigation system. In addition, an observer is used to filter out high-frequency wave-motion components and estimate nonmeasured body velocities.

This paper investigates how tools from analytical mechanics [23] can be used for formation control of marine surface craft. A collection of independent bodies/vehicles are controlled as a formation by employing functions that describe a vehicle’s behavior with respect to other vehicles position and velocity. By treating these functions as mechanical constraints in an analytical setting, control laws that maintain the formation structure emerge. In this way, the coordinated movement of the formation is decided by forces that maintain the given functions at all times. The proposed framework incorporates physical modeling issues as well as control objectives and is not necessarily restricted to formation control. Preliminary results were reported in [24].

Mechanical constraint forces, which cause the bodies to act in accordance with the constraints, are well known from the early days of analytical mechanics [25] and have been used with success, e.g., in computer graphics applications [26], [27] and robotics [28]. The main idea in this paper is to show how constraint functions impose constraint forces which maintain the construction of a formation as a virtual structure. The formation is also maintained when some, or all, of the members are exposed to external forces, measurement noise, or delays in the communication channels. The same approach can be used for constructing control laws for specific tasks, e.g., point stabilization or trajectory tracking, which can be combined with the control laws that maintain the formation structure. Together, the constraint functions form control laws that both govern the movement of the entire formation and perform a specific task given by the imposed constraint function(s).

The rest of this paper is organized as follows. Section II presents a model for a formation of marine surface vessels with constraints and methods for stabilizing constraints. Examples of constraint functions for formation control and other control purposes are also given. Comments on decentralized communication and implementation and an extension to underactuated vessels are given in Section III. Section IV presents case studies of formation control of marine craft with constraints, and Section V contains some concluding remarks.

II. MODELING, CONTROL, AND CONSTRAINTS

Example 1 (Formation Assembling): To motivate and introduce the main idea of the method given in this section and illustrate how the constraint function affects the motion of independent systems, we look at a formation of two point masses \( \eta_1, \eta_2 \in \mathbb{R}^2 \), with kinetic energy \( T = (1/2)\dot{\eta}^T M \dot{\eta} \), where \( \dot{\eta} = \begin{bmatrix} \dot{\eta}_1^T \cr \dot{\eta}_2^T \end{bmatrix} \) and \( M = M^T > 0 \) is the mass matrix; 
\[
M = \text{diag}(m_1 I_2, m_2 I_2)
\] where \( I_2 \) denotes the 2 \( \times \) 2-identity matrix. The goal for the formation is to let the two members operate at a specified length away from each other. When their positions violate the specified length, the masses should move such that this length is rectified. This distance requirement between the points can be formulated as the constraint function

\[
C(\eta) = (\eta_1 - \eta_2)^T (\eta_1 - \eta_2) - r^2 = 0
\]
where \( r > 0 \) is the desired distance between \( \eta_1 \) and \( \eta_2 \). The procedure in Section III gives the following equation of motion when (1) is satisfied:

\[
M \ddot{\eta} = \tau - W(\eta)^T \lambda
\]

where \( W(\eta) \) is the Jacobian of the constraint function (1), \( \lambda \) is the corresponding Lagrangian multiplier with stabilizing feedback from the constraints, and \( \tau \) is the external forces. If the system has initial conditions that violate the constraint (1), the masses converge such that (1) is met. When \( \tau \) is zero for all time, the system will converge to a position between the initial positions of \( \eta_1 \) and \( \eta_2 \) where the distance between \( \eta_1 \) and \( \eta_2 \) is \( r \). If both masses are initially perturbed with a small amount of force, the motion of the masses will still satisfy the constraint function. As seen in Fig. 1, the masses move such that constraint (1) is satisfied—they assemble into a formation defined by the constraint function.

A. System Modeling

Consider \( n \) systems each of order \( m \) with kinetic and potential energy \( T_i \) and \( U_i \), respectively. The Lagrangian of the total system is then

\[
\mathcal{L} = T - U = \sum_{i=1}^{n} T_i - U_i.
\]

There exist kinematic relations

\[
\mathcal{C}(\eta) = 0 \quad \mathcal{C}(\eta) \in \mathbb{R}^p
\]

between the coordinates which restrict the state space to a constraint manifold \( \mathcal{M}_c \) with less than \( 2n \cdot m \) dimensions. We denote \( \mathcal{C}(\eta) \) the constraint function, where \( \eta \in \mathbb{R}^{nm} \) contains the generalized positions \( \eta_1, \ldots, \eta_n \). We know from [23] that the forces that maintain the kinematic constraints add potential energy to the system

\[
\mathcal{U} = U + \lambda^T \mathcal{C}(\eta)
\]

which gives the modified Lagrangian

\[
\mathcal{L} = T - U - \lambda^T \mathcal{C}(\eta)
\]

where \( \lambda \in \mathbb{R}^p \) is the Lagrangian multiplier(s). To obtain the equations of motion, we apply the Euler–Lagrange differential equations with auxiliary conditions for \( i = 1, \ldots, nm \)

\[
\frac{d}{dt} \frac{\partial \mathcal{C}(\eta)}{\partial \dot{\eta}_i} - \frac{\partial \mathcal{L}}{\partial \dot{\eta}_i} + \lambda^T \frac{\partial \mathcal{C}(\eta)}{\partial \eta_i} = \tau_i
\]
whence

\[
\frac{d}{dt} \frac{\partial \mathcal{L}}{\partial \dot{\eta}_i} = \tau_i - \lambda^T \frac{\partial \mathcal{C}(\eta)}{\partial \eta_i}
\]
where \( \tau_i \) is the generalized external force associated with coordinate \( \eta_i \).

Equation (3) constrains the systems motion to a subset \( \mathcal{M}_c \subset \mathbb{R}^{2nm-p} \) of the state space where \( \mathcal{C}(\eta) = 0 \). Since we want to keep the systems on \( \mathcal{M}_c \), neither the velocity nor the acceleration should violate the constraints. To find the velocities that correspond to (3), the kinematic admissible velocities, the constraint function is differentiated with respect to time. Similarly, we differentiate twice to find the acceleration of the constraints. This gives the additional conditions

\[
\begin{align*}
\dot{\mathcal{C}}(\eta) &= W(\eta)\dot{\eta} = 0 \\
\ddot{\mathcal{C}}(\eta) &= W(\eta)\ddot{\eta} + \dot{W}(\eta)\dot{\eta} = 0
\end{align*}
\]

where \( W(\eta) \in \mathbb{R}^{nm \times p} \) is the Jacobian of the constraint function, i.e., \( W(\eta) = \frac{\partial \mathcal{C}(\eta)}{\partial \eta} \). An expression for the Lagrangian multiplier is found by obtaining an expression for \( \dot{\eta} \) in (4) and inserting it into (5).

An expression for the forces that maintain the constraints, the constraint forces, is found from the right-hand side of (4)

\[
\tau_{\text{constraint}} = -\left( \frac{\partial \mathcal{C}(\eta)}{\partial \eta} \right)^\top \lambda = -W(\eta)^\top \lambda.
\]

The forces can also be found from the principle of virtual work [23, Ch. III.5]: The gradient \( W(\eta) \) is normal to the constraint \( \dot{\mathcal{C}}(\eta) = 0 \), and since the forces between independent bodies that maintain a kinematic constraint (equilibrium) are required to do no virtual work, we have

\[
\tau_{\text{constraint}} \cdot \dot{\eta} = 0 \quad \forall \eta \left( W(\eta) \dot{\eta} = 0 \right).
\]

Hence, the constraint force must be a linear combination of the columns in \( W(\eta) \)

\[
\tau_{\text{constraint}} = -\left( \frac{\partial \mathcal{C}(\eta)}{\partial \eta} \right)^\top \lambda.
\]

The Lagrangian multiplier is then found by combining the equations of motion with the constraint acceleration. It is clear that the Lagrangian \( \lambda \) term provides the force of reaction which maintains the kinematic constraint [23].

The main focus in this paper is marine craft,\(^1\) so we introduce the equation of motion for a single marine vessel in the body-fixed frame, derived in [29]

\[
M\ddot{\eta} + C(\nu)\nu + D(\nu)\nu + g(\eta) = \tau
\]

where \( \eta = [x, y, \psi]^\top \) is the Earth-fixed position vector, \( (x, y) \) is the position on the ocean surface, \( \psi \) is the heading angle (yaw), and \( \nu = [u, v, r]^\top \) is the body-fixed velocity vector. The model matrices \( M, C, D \) denote inertia, Coriolis plus centrifugal, and damping, respectively, while \( g \) is a vector of generalized forces and

\[
R(\psi) = \begin{bmatrix}
\cos \psi & -\sin \psi & 0 \\
\sin \psi & \cos \psi & 0 \\
0 & 0 & 1
\end{bmatrix}
\]

is the rotation matrix between the body and the inertial Earth coordinate frame. It has the properties that \( R(\psi)^\top R(\psi) = I \) and \( ||R(\psi)|| = 1 \) for all \( \psi \), and \( (d/dt)R(\psi) = R(\psi)S\dot{\psi} \) where

\[
S = \begin{bmatrix}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix} = -S^\top,
\]

is skew-symmetric. For more details regarding ship modeling, the reader is advised to consult [29]. Next, consider a formation of \( n \) vessels with position given by \( \eta_i \), inertia matrix \( M_i \), and so on for \( i = 1, \ldots, n \). We collect the vectors into new vectors,

\(^1\)Note that this approach is also valid for mechanical systems such as \( M(q)\ddot{q} + C(q, \dot{q})q = \tau \) (robot manipulator).
and the matrices into new, block-diagonal matrices by defining
\[ \eta = [\eta_1^T, \ldots, \eta_n^T]^T \]
and \( M = \text{diag}(M_1, \ldots, M_n) \), and similarly for the other vectors and matrices. Assume that there are constraint functions on the position between the ships, corresponding to the case in (4). The addition of the potential energy from the constraints gives

\[ \dot{\eta} = R(\psi)\nu \] (8a)

\[ M\dot{\nu} + C(\nu)\nu + D(\nu)\nu + g(\eta) = \tau_{\text{env}} + \tau_{\text{constraint}} \] (8b)

\[ C(\eta) = 0 \] (8c)

where

\[ \tau_{\text{constraint}} = -\left( \frac{\partial C(\eta)}{\partial \eta} \right)^T \lambda = -W(\eta)^T \lambda \]

is the expression for the constraint forces which maintain the constraint function (8c).

A vessel \( i \) is a neighbor with a vessel \( j \) if they share each other’s information. In our setting, vessels are neighbors if they appear in the same constraint function. Given a set of constraint functions \( C(\eta) = [\ldots, C_k(\eta), \ldots]^T \) with corresponding Lagrangian multipliers \( \lambda = [\ldots, \lambda_k, \ldots]^T \), the resulting constraint forces for an individual ship \( i \) are

\[ \tau_{\text{constraint},i} = \sum_{k \in A_i} -\left( \frac{\partial C_k(\eta)}{\partial \eta_k} \right)^T \lambda_k = \sum_{k \in A_i} -W_{ki}^T \lambda_k \] (9)

where \( A_i \) is the set of indices where constraint functions with \( \eta_k \) appear and \( W_{ki} = 0 \) for \( k \notin A_i \).

The equation of motion is transformed to the Earth-fixed frame by the kinematic transformation in [29, Ch. 3.3.1] which results in

\[ M_\eta(\eta)\dot{\eta} + n(\nu, \eta, \dot{\eta}) = \tau_\eta - R(\psi)W(\eta)^T \lambda \] (10)

where

\[ n(\nu, \eta, \dot{\eta}) = C_\eta(\nu, \eta)\dot{\eta} + D_\eta(\nu, \eta)\dot{\eta} + g_\eta(\eta) \]

\[ M_\eta(\eta) = R(\psi)M(\psi)^T \]

\[ C_\eta(\nu, \eta) = R(\psi)[C(\nu) - M(\psi)^T \dot{R}(\psi)]R(\psi)^T \]

\[ D_\eta(\nu, \eta) = R(\psi)D(\nu)R(\psi)^T \]

\[ g_\eta(\eta) = R(\psi)g(\eta) \]

\[ \tau_\eta = R(\psi)\tau_{\text{env}} \]

The combination of (5) and (10) gives a differential algebraic equation (DAE). Solving for \( \dot{\eta} \) and substituting gives (the arguments have been removed to ease the presentation)

\[ WM_\eta^{-1}RW^T \lambda = WM_\eta^{-1}\{\tau_\eta - n\} + \dot{W}\dot{\eta} \] (11)

Then, (10) with (11) for \( \lambda \) give the equation of motion for the systems subject to (3).

**Assumption 1:** The mass matrix \( M \) is positive definite, i.e., \( M = M^T > 0 \), hence \( M(\eta) = M_\eta(\eta)^T > 0 \) since \( R(\psi) \) is orthogonal.

**Assumption 2:** The constraint function (3) has a unique equilibrium. The Jacobian \( W(\eta) \) has full row-rank, i.e., the constraint functions are not conflicting or redundant, and is limited by a linear growth-rate condition, e.g., \( k_1|\eta| \leq |W| \leq k_2|\eta| \).

Note that redundant or conflicting constraints arise when one or more rows (columns) in \( C \) are a linear combination of other rows (columns), or when the functions are contradicting. An example would be the same constraint function appearing twice in \( C(\eta) \).

Assumptions 1 and 2 guarantee that \( WM_\eta^{-1}RW \) exists since \( M_\eta \) is positive definite, hence \( M_\eta^{-1} \) exists and \( WM_\eta^{-1}RW^T \) is nonsingular. Thus, the expression can be solved for \( \lambda \) and used in (10).

**B. Stabilization of Constraint Functions**

If the system starts on the constraint manifold \( \mathcal{M}_c \), that is, the initial conditions \( \eta(0) \) and \( \dot{\eta}(0) \) satisfy \( (\eta_0, \dot{\eta}_0) \in \mathcal{M}_c \) such that

\[ C(\eta_0) = 0 \quad \text{and} \quad C(\dot{\eta}_0) = 0 \]

and the force \( \tau \) does not perturb the system, then the solution is \((\eta(t), \dot{\eta}(t)) \in \mathcal{M}_c \) for all times. However, if the initial conditions are not in \( \mathcal{M}_c \) or the system is perturbed subject to \( (\eta, \dot{\eta}) \notin \mathcal{M}_c \), feedback must be used to stabilize the constraint.

We want to investigate stability of the constraint, that is, we look at stability of

\[ \mathcal{M}_c = \{ (\eta, \dot{\eta}) : C(\eta) = 0, \, W(\eta)\dot{\eta} = 0 \}. \]

Consider the case when \( \tau \neq 0 \) in (10), and suppose that \((\eta_0, \dot{\eta}_0) \notin \mathcal{M}_c \). If we use the equations from Section II-A, then

\[ \dot{C}(\eta) = 0 \]

(12)

which is unstable—when \( C(\eta) \) is a scalar function, its transfer function contains two poles at the origin. Hence, if \( C(\eta) = 0 \) is not fulfilled initially, the solutions might blow up in finite time. Even if \( C(\dot{\eta}_0) = 0 \), this can happen if there is a measurement noise on \( \eta \). This instability is, in fact, an inherent property of higher index DAEs [30], and is one of the reasons numerical methods for differential-algebraic equations have received special attention [31], e.g., in modelling of mechanical systems [32].

This can be solved by using feedback from the constraints in the expression for the Lagrangian multiplier (11)

\[ WM_\eta^{-1}RW^T \lambda = WM_\eta^{-1}\{\tau_\eta - n\} + \dot{\bar{W}}\dot{\eta} \]

(13)

where \( \bar{W}_p, K_d \in \mathbb{R}^{p \times p} \) are positive definite. The constraint force for vessel \( i \) is given by

\[ \tau_{\text{constraint},i} = \sum_{k \in A_i} \sum_{j \in C_k} -W_{ki}^T [W_{kj}M_{\eta_{ij}}^{-1}R_{ij}W_{kj}^T]^{-1} \]

\[ \times \{ W_{kj}M_{\eta_{ij}}^{-1}(\tau_{\eta_{ij}} - n_{ij}) + k_d\dot{\eta}_{ij} + k_p\eta_{ij} \} \]

where the subscript \( ij \) represents a block-diagonal matrix \( A_{ij} \) with blocks \( A_i \) and \( A_j \), or an augmented column vector \( a_{ij} := [\alpha_i^T, \alpha_j^T]^T \) and is an essential information about \( i \) and
its neighbor $j$. When we add the stabilizing terms, we consider a stabilized version of (12)
\[ \ddot{C} = -K_p \dot{C}(\eta) - K_d C(\eta) \]  
which ensures that $C(\eta)$ and $\dot{C}(\eta)$ tend to zero.

We rewrite (14) using
\[ \dot{\phi}(t) = C(\eta(t)), \quad \phi(2) = \dot{C}(\eta(t)) \quad \phi = \begin{bmatrix} \phi_1 \\ \phi_2 \end{bmatrix} \]
such that
\[ \begin{bmatrix} \phi_1 \\ -K_p \phi_1 - K_d \phi_2 \end{bmatrix} = \begin{bmatrix} 0 \\ -K_p \\ -K_d \end{bmatrix} \begin{bmatrix} \phi_1 \\ \phi_2 \end{bmatrix} \quad \text{or} \quad \dot{\phi} = A \phi. \] 

By appropriate choice of $K_p$ and $K_d$, $A$ is Hurwitz. Then, by choosing a design matrix $Q = Q^T > 0$, we find a $P = P^T > 0$ such that
\[ PA + A^T P = -Q. \]

Then, from
\[ V(\phi) = \phi^T P \phi > 0 \quad \forall \phi \neq 0 \] 
\[ \dot{V}(\phi) = -\phi^T Q \phi < 0 \quad \forall \phi \neq 0 \] 
the set $\mathcal{M}_c$ is a globally exponentially stable set of equilibrium points of the system
\[ M_\eta(\eta) \ddot{\eta} + n(\nu, \eta, \dot{\eta}) = -R(\psi)W(\eta)^T \lambda \] 
\[ C(\eta) = 0 \]
under Assumptions 1 and 2 [33].

By applying feedback from the constraints and converting (12) to (14), the formation is stabilized when the initial values do not fulfill the constraint function.

Remark 1: Consider the case in Example 1 and set $K_p = \beta^2$ and $K_d = 2\alpha$, such that $\ddot{C} + 2\alpha \dot{C} + \beta^2 C = 0$, $\alpha, \beta > 0$. In the numerical scientific community, this is referred to as the Baumgarte stabilization technique [34], used for stabilization of numerical simulations of multibody and constrained systems and DAEs.

There exists a wide number of numerical methods that stabilize DAEs (see [35] and references therein). Applying feedback, such as in (14), is intuitive and familiar from a control point of view, which serves as a motivation for this approach.

C. Constraint Functions for Control Purposes

So far the focus has been on systems with constraints in general without addressing how the constraint functions arise. In the control literature, the main focus has been on constrained robot manipulators with physical contact between the end effector and a constraint surface. This occurs in many tasks, including scribing, writing, grinding, and others as described in [36], [37], and references therein. These constraints are inherently in the system as they are all based on how the model or the environment constrains the dynamics. Some of the difficulties related to simulations of constrained systems and ways to solve them are presented in [38].

However, if a control objective is defined as a constraint function and if these constraints are imposed on the system, the framework for stabilization of constraints described in Section II-B can be used to design control laws. In this way, the control law forces the system to behave according to the constraint function. As an example, consider stabilization of a point mass to a desired location.

Example 2 (Point Stabilization): Consider a single point mass subject to the constraint
\[ C(\eta) = \eta = 0, \quad \eta \in \mathbb{R} \]
but not exposed to any external forces, i.e., $\tau = 0$
\[ m \ddot{\eta} = -W(\eta) \lambda \]
where $W(\eta) = 1$, $m = 1$, and $\lambda$ are given as in (13)
\[ \lambda = 2\alpha \dot{\eta} + 3\beta^2 \eta, \quad \alpha, \beta \in \mathbb{R} \]
The constraint manifold is now the origin, i.e., $\mathcal{M}_c = (0,0)$, and the dynamics are
\[ \ddot{\eta} = -2\alpha \dot{\eta} - 3\beta^2 \eta \]
which is shown to be globally exponentially stable for $\alpha, \beta > 0$. Given an initial condition $(\eta(0), \dot{\eta}(0)) \notin \mathcal{M}_c$, the trajectory $\eta(t)$ converges exponentially to the origin. In this case, the constraint function corresponds to a proportional-derivative (PD) controller. This approach for control design, and its combination with formation constraints, will be explained further in Section II.

To avoid a Jacobian with less than full rank, which again leads to singularities in (13), Assumption 2 yields no redundant constraints to be imposed on the system. Thus, no singular positions are encountered. However, if one situation with redundant constraints should arise, singularities have to be avoided. The problem of kinematic singularities has been intensively studied in robotics, and one strategy is the damped least-squares (DLS) technique [39], [40]. The method corresponds to instead of solving (13) as $\lambda = A_2^{-1} b$, where $A_2(\eta) = W(\eta)M_\eta^{-1}(\eta)R(\psi)W(\eta)^T$ and $b$ is the right-hand side of (13); the equation is written as $A_2(\eta) W(\eta) \lambda = b$ which is solved by
\[ A_2(\eta)^T b = A_2(\eta)^T A_2(\eta) + \gamma I \quad W(\eta)^T \lambda = \left( A_2(\eta)^T A_2(\eta) + \gamma I \right)^{-1} A_2(\eta)^T b \]
where $\gamma \geq 0$ is the damping factor. When $\gamma = 0$ the solution of (19) corresponds to the solution of (13). The damping factor must be selected carefully: small values give accurate solutions but decreased robustness to singularities. The solution of (19) is
\[ W(\eta)^T \lambda \equiv \left( A_2(\eta)^T A_2(\eta) + \gamma I \right)^{-1} A_2(\eta)^T b. \]
The DLS technique permits a wider combination of constraint functions, which could cause singularities in the solution otherwise, and allows a set of redundant constraint functions to be used. Consequently, the DLS method relaxes the assumption on the Jacobian.

D. Different Types of Constraints

To explain how formation control is achieved, this section will consider some examples of imposed constraints that coordinate and control certain aspects of the group behavior. Dif-
different formation configurations are useful during changing operations, such as collision avoidance, seabed scanning, etc. To keep the notation compact, \( \eta_k \) and \( \dot{\eta}_k \) are used for position and velocity of vehicle \( i \), and collected into vector notation as \( \eta = [\eta_1, \ldots, \eta_n]^T \) and \( \dot{\eta} = [\dot{\eta}_1, \ldots, \dot{\eta}_n]^T \). An illustration of different types of constraint functions is shown in Fig. 2.

1) Distance Between Members: To keep a fixed distance between members of the formation, functions arising from mathematical norms are applied. To maintain a relative distance between group members \( i \) and \( j \), let the function be defined by

\[
C_{rd}(\eta) = (\eta_i - \eta_j)^T (\eta_i - \eta_j) - r_{ij} = 0, \quad r_{ij} \in \mathbb{R}.
\]

This was used in Example 1. If the control objective implies a stricter formation, with fixed offsets in the direction of each coordinate axis, consider the alternative distance function

\[
C_{fd}(\eta) = \eta_k - \eta_j - o_{ij} = 0, \quad o_{ij} \in \mathbb{R}^m.
\]

where \( o_{ij} \) describes the offset between members \( i \) and \( j \).

Furthermore, a set of distance constraint functions defines the entire formation structure. For example, two vehicles with one \( C_{rd} \) function is a line-formation, three vehicles with two \( C_{rd} \) functions form a triangle, and so on. By using \( C_{fd} \), constraints can also be imposed on the orientation, and the desired offset between two members can be limited to a certain coordinate axis. The last approach can be utilized in a formation of autonomous underwater vehicles (AUVs) moving on a horizontal plane. Different constraint functions can be obtained by using body-fixed coordinates.

2) Position Constraints: As shown in Example 2, constraint functions must not necessarily be imposed between independent bodies. A vehicle \( i \) is constrained to a single stationary point \( \eta_d \in \mathbb{R}^m \) with the following function:

\[
C_p(\eta_k) = \eta_k - \eta_d = 0.
\]

This approach can be extended by considering a time-dependent point

\[
C_{rt}(\eta_k, t) = \eta_k - \eta_d(t) = 0
\]

where \( \eta_d(t) \) now represents a path parameterized by time and at least three times differentiable with respect to time. This has now evolved into a trajectory-tracking problem for vehicle \( i \). The addition of the time variable in the constraint function leads to a different expression for constraint velocity and acceleration, but the procedure to find the Lagrange multiplier is straightforward. Note that the expression for the constraint forces remains the same in this case, i.e., \( \tau_{\text{constraint}} = -W^T \lambda \).

3) Combined Constraints: The position constraint is easy to combine with other constraints: Let \( W_{rd}^T \lambda_{rd} \) and \( W_p^T \lambda_p \) be forces that arise from \( C_{rd} \) and \( C_p \). Then, the combination

\[
W^T \lambda = [W_{rd}^T \ W_p^T] \begin{bmatrix} \lambda_{rd} \\ \lambda_p \end{bmatrix}
\]

will give constraint forces that regulate the formation in accordance to both (20) and (22).

4) Formation Average Position: A constraint function that express the mean value of all vehicles compared to a desired position for the formation’s location is given by [19], [20]

\[
C_a(\eta, t) = \left\{ \frac{1}{n} \sum_{i=1}^{n} \eta_i \right\} - \eta_d(t) = \tilde{\eta} - \eta_d(t) = 0
\]

where \( \tilde{\eta} \) is the average position. The time-dependent variable \( \eta_d(t) \) is simply a reference trajectory for the desired location of the formation. This function is of higher interest when it is combined with the following.

5) Formation Variance: As an alternative to control a formation as a rigid structure, the variance of the formation together with the average position can regulate the spreading of the vehicles around that position. The constraint function is given by

\[
C_v(\eta) = \frac{1}{n} \sum_{i=1}^{n} (\eta_k - \bar{\eta})^2 - \text{var}_d = 0
\]

where \( \text{var}_d \) is the desired variance around the average position \( \bar{\eta} \). However, controlling the formation variance does not guarantee that all vehicles stay apart or within a bounded area of the average position, and may lead to unsafe motion.

III. DISCUSSION

The motivation for using constraint functions to achieve formation control lies in the possibility of relating them with constraints in analytical mechanics which have been well known for a long time. Furthermore, and contrary to [28], where the analytical mechanics paradigm is also used as a starting point, the same methods that are necessary to numerically stabilize the constraints in simulations are used to stabilize a constraint manifold.

The previous design, where constraint functions formulated as the control objectives are put into vector form, gives control laws that regulate the entire formation. Combined with control laws for single vehicles in the formation, the design ends up with a closed-loop system that behaves according to the given constraint functions. Moreover, stability and convergence to the constraint manifold is guaranteed by the feedback from the constraint. Hence, a control scheme which incorporates several different formation behaviors with other control laws and guarantees stability has been achieved.
A. Communication Requirements

In the same setting as Section II-D, consider now a formation with a ring-structure where the set $A_i = \{i, i+1\}$ for $i = 2, \ldots, n-1$, that is, the position of vehicle $i$ appears in constraint functions, as in (20)

$$C = \begin{bmatrix}
(\eta_{i-1} - \eta_i)^T(\eta_{i-1} - \eta_i) - r^2 \\
(\eta_i - \eta_{i+1})^T(\eta_i - \eta_{i+1}) - r^2 \\
(\eta_{i+1} - \eta_i)^T(\eta_{i+1} - \eta_i) - r^2 \\
\vdots
\end{bmatrix}.$$

The Lagrangian multiplier for constraint $i$, $\lambda_i$, depends only on vehicle $i$ and $i+1$; similarly, $\lambda_{i-1}$ depends on vehicle $i-1$ and $i$. According to (9), it follows that the control law for vehicle $i$ only depends on its own and its neighbors’ information.

Hence, there is no explicit leader or any exogenous system in this design and the controllers are implemented in a decentralized framework. For marine surface vessels, the link for communication channels is radio frequency.

B. Extension to Underactuated Ships

A common thruster configuration for marine surface vessels is rudder and propellers. Since the control vector’s dimension is less than the degrees of freedom (DOFs), the vessel is underactuated and the lateral position cannot be directly controlled. For such a vessel the method proposed in Section II cannot be immediately applied to control the vessel’s center of gravity. However, by controlling a point along the vessel’s longitudinal axis, in the bow or ahead of the ship, the lateral position can be controlled indirectly. The authors of [41] stabilize an underactuated ship by locating a body-fixed coordinate system in the bow or ahead of the ship. The authors of [42] consider Lagrangian systems underactuated by one control, and characterize those systems that are configuration flat, i.e., equivalent to a fully actuated system. We proceed by showing how our formation control scheme can be extended to underactuated vessels.

Consider a ship and a point mass as in Fig. 3 where $I$ is the length between point mass vessel’s bow, subscript $cg$ denotes the center of gravity, subscript $q$ denotes the point mass, $x_p$ is the length between bow and the center of gravity, and $\eta = [x_{cg}, y_{cg}, \psi]^T$. The distance between the bow and the mass point satisfies

$$x_p^2 + y_p^2 = l^2$$

which is equal to the constraint function

$$C_T(x_q, y_q, \eta) = (x_q - x_{cg} + x_p \cos(\psi))^2$$
$$+ (y_q - y_{cg} + x_p \sin(\psi))^2 - l^2 = 0.$$

With a control law for the point mass and resultant force $F_u$, the vessel will follow according to (26). For a positive $x_p$, the forces at the vessel’s center of gravity are only in the longitudinal direction and angular around $(x_{cg}, y_{cg})$. Since no lateral forces are used to control the ships motion, this corresponds to a surface vessel actuated by rudders and propellers only. This can further be extended to all vessels in the formation.

IV. CASE STUDIES

To illustrate how constraint functions are implicitly used in a formation setup control scheme for marine surface vessels, we analyze some schemes from formation [43] and synchronization [21] control of marine craft. Second, we investigate how a set of constraints helps us to control a formation during the initial phase—the formation assembling phase. Further, we combine constraint functions for formation control and trajectory tracking for a single vessel. The result will be a group of vessels following a given trajectory in a specified configuration.
A. Control Plant Ship Model

The control plant model of a fully actuated tugboat in three DOFs: surge, sway, and yaw, is used in all the case studies. The model has been developed using Octopus SEAWAY for Windows [44] and the marine systems simulator (MSS) [45]. SEAWAY is a frequency-domain ship motions PC program, based on the linear strip theory. It calculates the wave-induced loads, motions, added resistance, and internal loads in six DOFs for displacement ships and yachts, barges, semisubmersibles, or catamarans, sailing in either regular or irregular waves. The MSS is a Matlab/Simulink library and simulator for marine systems. It includes models for ships, underwater vehicles, and floating structures. The library also contains guidance, navigation, and control blocks for real-time simulation.

Output from SEAWAY was used in the MSS to generate a 3-DOFs horizontal plane vessel model linearized for cruise speeds around \( u = 5 \text{ m/s} \) with nonlinear viscous quadratic damping in surge. Furthermore, the surge mode is decoupled from the sway and yaw mode due to port/starboard symmetry. The model is valid for maneuvering at cruise speed 5 m/s. A nonlinear speed-dependent formulation for station-keeping \((u = 0)\) and maneuvering up to \( u = 0.35 \sqrt{gT_{pp}} = 6.3 \text{ m/s} \) (Froude number 0.35) is derived in [46]. Each vessel in the formation is modelled with fully actuated dynamics, but an (Froude number 0.35) is derived in [46]. Each vessel in the formation is modelled with fully actuated dynamics, but an

B. Formation Control Schemes and Constraints

This section will show that, under some assumptions, constraint functions of the form discussed in this paper appear implicitly in some schemes for coordinated control of a group of ships.

In the formation design given in [43], the control objective is to force an error vector \( \sigma \) to zero. The error vector contains information about both position and velocity, where the position error is defined as

\[
z_{1i} = \eta_i - \zeta_i, \quad i = 1, 2
\]

where \( \eta_i \in \mathbb{R}^n \) is the position and \( \zeta_i \in \mathbb{R}^n \) is the desired location for the \( i \)th member of the formation. Consider a formation with two members where \( \zeta_i = \xi + R(\psi)l_i, \quad l_i \in \mathbb{R}^3 \) for \( i = 1, 2 \) and assume that \( R(\psi) = I \). This corresponds to a desired motion where the formation moves parallel to the \( x \)-axis in the inertial frame. When the systems have reached \( z = 0 \) the position errors are

\[
z_{11} = \eta_1 - \zeta_1 = \eta_1 - \xi - l_1 = 0
\]

\[
z_{12} = \eta_2 - \zeta_2 = \eta_2 - \xi - l_2 = 0.
\]

Combining \( z_{11} \) and \( z_{12} \) gives \( \eta_1 - \xi - l_1 = \eta_2 - \xi - l_2 \), or \( \eta_1 - \eta_2 - (l_1 - l_2) = \eta_1 - \eta_2 - d_{12} = 0 \). Similar with the velocity errors, \( z_{2i} = \dot{\eta}_i - A_{1i}z_{1i} \). For the two systems, we obtain

\[
z_{21} = \dot{\eta}_1 - A_{11}(\eta_1 - \xi - l_1) = 0
\]

\[
z_{22} = \dot{\eta}_2 - A_{12}(\eta_2 - \xi - l_2) = 0
\]

where \( \dot{\eta}_k \) is the velocity and \( A_{1i} \) is a control design matrix. A combination of \( z_{21} \) and \( z_{22} \) gives (assuming that \( A_{11} = A_{12} \))

\[
\begin{align*}
\dot{\eta}_1 - A_{11}(\eta_1 - \xi - l_1) &= \dot{\eta}_2 - A_{12}(\eta_2 - \xi - l_2) \\
\dot{\eta}_1 - \dot{\eta}_2 &= A_{11}(z_{11} - z_{12}) = 0
\end{align*}
\]

and, hence, the error variable gives constraints on the form

\[
\begin{align*}
\dot{\mathcal{C}}(\eta) &= \eta_1 - \eta_2 - d_{12} = 0 \\
\dot{\mathcal{C}}(\eta) &= \dot{\eta}_1 - \dot{\eta}_2 = W(\eta)\dot{\eta} = 0.
\end{align*}
\]

With the previous assumptions, we see that in the formation assembling phase, the set \( \mathcal{M} \) corresponds to \( M_c \).

In [21], the authors use synchronization techniques to develop a control law for rendezvous control of ships. In a case study with two ships, the control objective is to control the supply ship to a position relative to the main ship. The desired configuration is reached when the errors \( e = \eta_S - \eta_M \) and \( \dot{e} = \dot{\eta}_S - \dot{\eta}_M \) are zero, where the subscripts \( S \) and \( M \) stands for supply ship and main ship, respectively. Both error functions fit into the framework for constraints in Section II-A.

For a replenishment operation, we define the constraint function to depend on the lateral position coordinate only. Then, the supply vessels converge to a position parallel to the course of the main ship, and this position is maintained during forward speed for replenishment purposes.
C. Case 1: Assembling of Marine Craft

We consider a formation of three vessels where the control objective is to assemble the craft in a predefined configuration, e.g., to be in position to tow a barge or another object. We assume there are no external forces acting on the formation, i.e., $\tau = 0$. The purpose is to show that assembling of the individual vessels into a formation can be done by imposing constraint functions.

Consider the constraint function

$$C_1(\eta) = \begin{bmatrix} (x_1 - x_2)^2 + (y_1 - y_2)^2 - r_{23}^2 \\ (x_2 - x_3)^2 + (y_2 - y_3)^2 - r_{23}^2 \\ (x_3 - x_1)^2 + (y_3 - y_1)^2 - r_{31}^2 \end{bmatrix} = 0$$

(28)

where $x_i, y_i \in \mathbb{R}$ is the position vector in the Earth-fixed reference frame and $r_{ij} \in \mathbb{R}$ is the distance between vessel $i$ and $j$. This constraint enables us to specify the positions of each vessel with respect to the others. The constraint manifold is equivalent to the formation configuration, and by the previous sections, we know that $\mathcal{M}_c$ is stabilized using feedback from the constraints. Hence, the proposed approach gives the control laws for formation assembling. From the ship model (27) and the constraint (28), we have

$$M_\eta \ddot{\eta} + n(\nu, \eta, \dot{\eta}) \dot{\eta} = -R(\psi) W_1(\eta)^T \lambda$$

(29)

where $M_\eta = M_\eta(\eta) = \text{diag}(M_{\eta 1}, M_{\eta 2}, M_{\eta 3})$, $\eta = [\eta_1^T, \eta_2^T, \eta_3^T]^T$, and so on. Further, the Lagrangian multiplier is obtained from

$$W_1 M_\eta^{-1} R W_1^T \lambda = -W_1 M_\eta^{-1} n(\nu, \eta, \dot{\eta}) \dot{\eta} + \dot{W}_1(\eta) \dot{\eta}$$

$$+ K_p \dot{C}_1(\eta) + K_p C_1(\eta).$$

(30)

The control parameters chosen to stabilize the constraint function $C_1$ are $K_p = 1.6 I_3$ and $K_d = 0.64 I_3$, the formation is defined by $r_{12} = 2$, $r_{23} = 3$, and $r_{31} = 3$, and the vessels start in $\eta_{10} = [1, 5, 0]^T$, $\eta_{20} = [0, 3, 0]$, and $\eta_{30} = [-1, 0, 0]$—all with zero initial velocity.

Fig. 4 shows position response during assembling. The time plots of the constraint function $C_1$ and its time derivative $W_1(\eta)\nu$ are shown in Fig. 5. The constraints and velocity terms converge to zero, and the constraint manifold is reached. The vessels have converged to the nearest positions where the constraints are fulfilled, and the formation is hence assembled in the desired configuration.

D. Case 2: Assembling and Point Stabilization

Equation (28) gives the configuration of the formation, but with no specified location on the sea surface. If the control objective is to assemble the formation and position the vessel first in a desired location, we add a row to (28), such that

$$C_{1b}(\eta) = \begin{bmatrix} (x_1 - x_2)^2 + (y_1 - y_2)^2 - r_{23}^2 \\ (x_2 - x_3)^2 + (y_2 - y_3)^2 - r_{23}^2 \\ (x_3 - x_1)^2 + (y_3 - y_1)^2 - r_{31}^2 \\ \eta_1 - \eta_{kbs} \end{bmatrix} = 0$$

(31)

where $\eta_{kbs} \in \mathbb{R}^3$ is the fixed desired position and orientation. To demonstrate performance of the proposed controller, the ships are subject to environmental disturbances, unmeasured biases $b$, and white noise $w$. Further, communication is constrained by time delays in the links between each ship. The ship model (27) and the constraint (31) give the equation of motion:

$$M_\eta \ddot{\eta} + n(\nu, \eta, \dot{\eta}) \dot{\eta} = b + R^T(\psi) w - R(\psi) W_b(\eta)^T \lambda.$$ 

(32)

Since $b$ and $w$ are assumed to be unknown, the Lagrangian multiplier is obtained as in (30). The last addition in the constraint function is equal to a PD-controller for the first vessel, so (31) leads to a combination of a formation controller and a PD-type-controller for dynamic positioning of ships [29]. Hence, several control laws are handled in one step using the proposed approach.
The control parameters chosen to stabilize the constraint function \( C_{b1} \) are \( K_p = 0.4I_3 \) and \( K_d = 0.04I_3 \). The desired position for the first vessel is \( \eta_{\text{Des}} = [2, 3, 0]^T \) while the desired formation configuration, initial position, and velocity are the same as before. All communication links have a 2-s delay, and the unknown environmental disturbances are chosen as \( b = [10^4, 0, 0] \) for each vessel. In addition, the states are affected by white noise.

The addition of the last vector row in \( C_{b1} \) adds three more signals, the error vector \( \hat{\eta} = \eta - \eta_{\text{Des}} \), to the constraint function, shown in Fig. 7. As seen in Fig. 6, the vessels assemble according to the constraints, but this time vessel 1 is positioned at its desired position \( \eta_{\text{Des}} \). This, together with the unknown bias, forces the two other vessels to move to a different position compared to the first case to satisfy the constraint. As time evolves, the constraint function \( C_2 \) and derivative \( W_2(\eta) \nu \) tend to zero, and the formation is assembled in its proper configuration with vessel 1 in the desired location.

\[ C_2(\eta, t) = \begin{bmatrix} (x_1 - x_2)^2 + (y_1 - y_2)^2 - r_{12}^2 \\ (x_2 - x_3)^2 + (y_2 - y_3)^2 - r_{23}^2 \\ (x_3 - x_1)^2 + (y_3 - y_1)^2 - r_{31}^2 \end{bmatrix} = 0 \]

where \( \eta_d(t) \in \mathbb{R}^3 \) is the desired position and orientation at time \( t \). It is straightforward to show that the origin \( C_2(\eta, t) = 0 \) is uniformly globally exponentially stable in the presence of zero disturbances with the approach in Section II-B.

The desired path is given by

\[ \eta_d(t) = \begin{bmatrix} x_d(t) \\ y_d(t) \\ \psi_d(t) \end{bmatrix} = \begin{bmatrix} A \sin \omega t \\ \text{atan2} \left( \frac{y_d}{x_d} \right) \end{bmatrix} \]

where the \( \text{atan2} \)-function is used to ensure correct mapping of the heading angle into \([ -\pi, \pi ]\). The initial values for the vessels are \( \eta_1 = [0, 0, \pi/2]^T \), \( \eta_2 = [0, 4, \pi/2]^T \), \( \eta_3 = [-4, 0, \pi/2]^T \), and \( \alpha_{1,2,3} = 0 \). The path is defined by \( A = 10 \) and \( \omega = 0.04 \), while the formation is shaped according to \( r_{12} = r_{31} = 5 \) and \( r_{23} = 3 \). The controller gains are \( I = I_3 \), for the trajectory tracking constraint \( K_p = 2I \) and \( K_d = 2I \), and for the formation keeping constraints \( K_p = 3I_6 \) and \( K_d = 9I \).

Fig. 8 shows the position of the three vessels in the formation while vessel 1 is tracking the desired trajectory \( \eta_d(t) \). The constraint functions tend to zero in Fig. 9, where the upper part shows the constraints related to the formation configuration, and the lower part shows the tracking error. Vessel 1 tracks the desired trajectory while vessels 2 and 3 follow in a triangular shape according to the formation configuration. Note that no collisions occur when the formation constraints are met.

The simulations in this section have only considered constraint functions that lead to the triangular formations, but depending on the number of constraint functions and members in the formation, the formation can be configured in many different ways, e.g., line- (in the transversal or longitudinal direction), circle-, or box-shaped, by changing the constraint function as discussed in Section II-D.
Fig. 6. Position of vessels during assembling while vessel 1 is positioned at $\eta_{1\text{m}} = [2, 3, 0]^T$. The arrow is the unknown bias. Final configuration is shown as a solid line.

Fig. 7. Time response of assembling and PD constraints.

For simplicity, this paper has only considered holonomic constraint functions between different vehicles, i.e., kinematic constraints which can be expressed as finite relations between the generalized coordinates. However, the suggested approach can be extended to nonholonomic intervessel constraints which are linear in the generalized velocities as shown in [47].

V. CONCLUDING REMARKS

In this paper, we have shown how individual ships can be controlled as a formation by designing constraint functions that force the vessels to assemble and remain in a desired configuration. The functions are maintained by constraint forces on the individual vehicles which arise due to the imposed constraints.

The constraint forces, which are interpreted as control laws, are derived in an analytical setting using Lagrangian multipliers. Furthermore, feedback from the constraints is used to render the system robust against initial position errors during formation assembling, external disturbances, and measurement noise. The resulting formation constraint forces are nonzero only when the constraints are violated—when the constraint is fulfilled, the
corresponding multiplier and constraint force is zero. Furthermore, the same approach has been applied with no major modification to control purposes.

In particular, we have come up with control laws which maintain the formation structure and our approach can be used to combine control laws to simultaneously achieve desired behavior and maintain formation configuration. Furthermore, we have seen how constraints appear in different control schemes for multiple marine craft. Applications have been illustrated by simulations of formation of marine craft where robustness with respect to unknown biases, time delays, and white noise.
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