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SUMMARY

We present a direct and an indirect nonlinear adaptive path-following controller for marine craft based on a line-of-sight (LOS) guidance principle used by ancient navigators. The control laws are implemented using hydro-acoustic relative velocity measurements as opposed to absolute velocity measurements. For this purpose a kinematic model for relative velocity in \textit{amplitude-phase form} is derived. The first contribution is an adaptive indirect controller based on a disturbance observer designed for estimation and compensation of ocean currents. The equilibrium points of the cross-track and parameter estimation errors are proven to be globally $\kappa$-exponentially stable. This guarantees that the estimated drift term converges to its true value exponentially. The observer is used in conjunction with a control law to obtain asymptotic tracking and path following in presence of ocean currents. The second contribution is a direct adaptive integral LOS controller for path following. Global convergence of the cross-track error is proven by using Barbálat’s lemma, which ensures that the parameter estimation error is bounded. Both methods can be applied to the horizontal-plane motion of surface vessels and autonomous underwater vehicles (AUVs). An AUV case study is included to verify the results. Copyright © 2015 John Wiley & Sons, Ltd.

1. INTRODUCTION

Ships and underwater vehicles rely heavily on guidance systems in order to accomplish desired motion control scenarios such as object tracking, path following, path tracking and path maneuvering; see Breivik et al. [3], Breivik [4] and Yanushevsky [26] for instance. In three degrees of freedom (DOF) path-following applications, the control objective is to follow a predefined planar path without needing to set time constraints. A popular and effective way to achieve convergence to the desired path is to implement a lookahead-based LOS guidance law mimicking an experienced sailor. This method exploits the geometry of the problem and generates a reference trajectory for the yaw angle, which is fed into the heading autopilot. Guided LOS motion control of AUVs using sliding mode control for stabilizing the combined speed, steering and diving responses was addressed by Healey and Lienard [16]. An implementation of the LOS guidance law for straight-line path following can be found in Fossen [10], whereas in Breivik and Fossen [5] the method was implemented for path following of curved paths. Planar path-following controllers for underactuated marine vehicles using polar-like kinematic models have been investigated by Aicardi et al. [2].
Path-following methods for underactuated vehicles in the presence of large modeling parametric uncertainty using adaptive supervisory control that combines logic-based switching with Lyapunov-based techniques are discussed by Aguiar and Hespanha [1]. An alternative model-based approach for robust adaptive path following is proposed by Do et al. [9]. Complexity drastically increases if speed and heading are stabilized simultaneously, see Lapierre et al. [19] and Skjetne et al. [24] for instance. In this paper we assume that the vehicle’s speed is measured and derive a adaptive LOS guidance law for path following and compensation of drift forces. An overview of the LOS guidance principles are given by Fossen [11].

Despite the effectiveness and simplicity of proportional (P) guidance laws they have limitations when the vehicle is exposed to unknown drift forces caused by waves, wind and ocean currents. Underactuated ocean vehicles only control speed and heading in the horizontal plane. Hence, convergence to a curved path under the influence of an unknown drift force is non-trivial. Such vehicles will exhibit large cross-track errors during path following and in steady state, which depends on the path curvature as well as the direction and strength of the drift force. It is then necessary to modify the LOS guidance law to include integral action. This is referred to as proportional-integral (PI) guidance. Breivik and Fossen [6] showed that PI guidance laws could eliminate the steady-state cross-track error for straight-line path following. However, no stability results were provided. A far more sophisticated approach was presented by Børhaug et al. [7] in which the nominal system was proven globally \( \kappa \)-exponentially stable for straight-line path following and constant forward speed. In addition the cascade of the motion controller and the PI guidance law guarantees asymptotic tracking. A similar approach based on relative velocity was presented by Caharija et al. [8].

The main result of the paper is a conceptual new integral LOS guidance law based on adaptive control theory, which effectively compensate for drift forces due to waves, wind and ocean currents. The structure of the adaptive integral LOS guidance law is different from the well established integral LOS controller of Børhaug et al. [7]. The adaptive integral LOS guidance law is used in cascade with a nonlinear PID heading autopilot and global \( \kappa \)-exponential stability and global convergence are proven for the indirect and direct adaptive control laws, respectively. The PI guidance laws are intuitive and easy to implement since they are formulated at a kinematic level without using the vehicle parameters. Parametric uncertainty is dealt with by using a sliding mode controller for tracking of the desired heading angle generated by the integral LOS guidance law. Both guidance laws can be used for curved paths and time-varying speed. The adaptive integral LOS controllers rely upon a reformulated kinematic expression for the cross-track error using the concept of relative velocity. Hence, relative velocity measurements from hydro-acoustic reference systems can be used when implementing the control laws. It is also possible to modify the adaptation law to use absolute velocity measurements (Fossen et al. [12]).

2. KINEMATICS

We will consider a marine craft that is assigned to converge to a 2-D parametrized path specified by straight lines or curves (see Figure 1). 2-D paths are commonly used for surface vessels, while for underwater vehicles it is assumed that the depth is controlled independently such that the path-following control problem is limited to motions in the horizontal plane. Without loss of generality, the presented methods can be extended to 3-D motions by following a similar approach as Lekkas and Fossen [20].

2.1. Cross-track error

A 2-D continuous \( C^1 \) parametrized path \((x_p(\theta), y_p(\theta))\) where \( \theta \geq 0 \) denotes the path variable is assumed to go through a set of successive waypoints \((x_j, y_j)\) for \( j = 1, \ldots, N \) as illustrated in Figure 1. The path variable \( \theta \) propagates according to (Fossen [11]):

\[
\dot{\theta} = \frac{U}{\sqrt{x_p'(\theta)^2 + y_p'(\theta)^2}} > 0
\]
where $x_p'(\theta) = \frac{\partial x_p}{\partial \theta}$ and $y_p'(\theta) = \frac{\partial y_p}{\partial \theta}$. The path-tangential reference frame is rotated an angle $\gamma_p(\theta)$ from the North-East-Down (NED) reference frame using the rotation matrix:

$$R(\gamma_p(\theta)) = \begin{bmatrix} \cos(\gamma_p(\theta)) & -\sin(\gamma_p(\theta)) \\ \sin(\gamma_p(\theta)) & \cos(\gamma_p(\theta)) \end{bmatrix} \in \mathbb{SO}(2)$$

Consequently, the cross-track error satisfies:

$$\begin{bmatrix} 0 \\ y_e \end{bmatrix} = R^\top(\gamma_p(\theta)) \begin{bmatrix} x - x_p(\theta) \\ y - y_p(\theta) \end{bmatrix}$$

Expanding (3) gives the normal line:

$$y - y_p(\theta) = -\frac{1}{\tan(\gamma_p(\theta))} (x - x_p(\theta))$$

through $(x_p(\theta), y_p(\theta))$ and the cross-track error:

$$y_e = -(x - x_p(\theta))\sin(\gamma_p(\theta)) + (y - y_p(\theta))\cos(\gamma_p(\theta))$$

The path-tangential angle is given by:

$$\gamma_p(\theta) = \text{atan2} \left( y_p'(\theta), x_p'(\theta) \right)$$

where $\text{atan2}(y, x)$ is the angle between the positive $x$-axis of a plane and the point given by the coordinates $(x, y)$ on it. For a straight line between two waypoints $\gamma_p = \text{atan2}(y_{j+1} - y_j, x_{j+1} - x_j)$ is constant, while for a curved parametrized path $\gamma_p(\theta)$ will vary according to (6).

As pointed out by Samson [23] there may be infinite solutions of (4) when solving for $\theta$ if the path is a closed curve. In the following we will assume that the path is an open curve, i.e. the end point is different from the start point. Similar as Fossen and Pettersen [13], we define the unique solution $y_e(\theta^*)$ of (4) by:

$$\begin{align*}
\theta^* &:= \arg \min_{\theta \geq 0} \frac{U^2}{x_p'(\theta)^2 + y_p'(\theta)^2} \\
\text{subject to } (4)
\end{align*}$$

which minimizes $\dot{\theta}$ given by (1). This is a nonlinear optimization problem, which can be solved numerically. However, for many paths $\theta^*$ can be found by computing all possible projection candidates $\theta_i$ $(i = 1, \ldots, M)$ given by (4) and choose the one closest to the previous $\theta^*$-value.
2.2. Equations of relative motion

The kinematic equations can be expressed in terms of the relative surge and sway velocities $u_r = u - u_c$ and $v_r = v - v_c$ according to Fossen [14]:

\begin{align}
\dot{x} &= u_r \cos(\psi) - v_r \sin(\psi) + V_x \\
\dot{y} &= u_r \sin(\psi) + v_r \cos(\psi) + V_y \\
\dot{\psi} &= r
\end{align}

where $\psi$ and $r$ are the yaw angle and rate, respectively. Let the pair $(u_c, v_c)$ denote the body-fixed current velocities in surge and sway. Hence, the North-East current velocities $(V_x, V_y)$ are given by:

$$[V_x, V_y]^T = R(\psi)[u_c, v_c]^T, \quad R(\psi) = \begin{bmatrix} \cos(\psi) & -\sin(\psi) \\ \sin(\psi) & \cos(\psi) \end{bmatrix}$$

where $R(\psi) \in SO(2)$ is the rotation matrix in yaw. When deriving the parameter update laws in Sections 4 and 5 the stability proofs are based on the assumption that $(V_x, V_y)$ are constant in NED. This is the standard “constant parameter assumption” used in adaptive control. However, the adaptive control laws will be able to track time-varying currents $(V_x, V_y)$ since the dynamics of the current is slow compared to the system dynamics (time-scale separation) as shown in the simulation study in Section 5.

The equations of relative motion are derived by time differentiating (5). Moreover,

$$\dot{y}_c = -(\dot{x} - \dot{x}_p(\theta)) \sin(\gamma_p) + (\dot{y} - \dot{y}_p(\theta)) \cos(\gamma_p)$$

$$- [(x - x_p(\theta)) \cos(\gamma_p) + (y - y_p(\theta)) \sin(\gamma_p)] \dot{\gamma}_p$$

The last bracket in (12) is zero as seen from (4) and

$$\dot{x}_p(\theta) \sin(\gamma_p) - \dot{y}_p(\theta) \cos(\gamma_p) = 0$$

according to (6). Consequently, (8), (9) and (12) give:

$$\dot{y}_c = -\dot{x} \sin(\gamma_p) + \dot{y} \cos(\gamma_p)$$

$$= -(u_r \cos(\psi) - v_r \sin(\psi) + V_x) \sin(\gamma_p) + (u_r \sin(\psi) + v_r \cos(\psi) + V_y) \cos(\gamma_p)$$

This can be written in amplitude-phase form:

$$\dot{y}_c = U_r \sin(\psi + \beta_r - \gamma_p) + U_c \sin(\beta_r - \gamma_p)$$

where the relative speed and direction are recognized as $U_r = \sqrt{u_r^2 + v_r^2}$ and $\beta_r = \text{atan2}(v_r, u_r)$, respectively. Similar, $U_c = \sqrt{u_c^2 + v_c^2}$ and $\beta_c = \text{atan2}(v_c, u_c)$. From the reverse triangle inequality if follows that the body-fixed velocities, $\mathbf{v} = [u, v]^T$, satisfy:

$$||\mathbf{v}_r|| = ||\mathbf{v} - \mathbf{v}_c|| \geq ||\mathbf{v}|| - ||\mathbf{v}_c||$$

Since normal operation of a vehicle implies that the vehicle is moving faster than the current, $U > U_c$. Consequently, the relative velocity satisfies:

$$U_r \geq U - U_c > 0$$

This property will be exploited when designing the adaptive integral LOS guidance laws.

2.3. Integral LOS guidance law

The marine craft LOS algorithms for path following are usually employed at a kinematic level where the goal is to prescribe a value $\psi_d$ for the heading angle $\psi$ in (15). The hydro-acoustic reference system measure $U_r$, $\beta_r$ and the cross-track error $y_c$. Since, the path tangential angle $\gamma_p$ is known,
we choose:

\[ \psi_d = \gamma_p - \beta_c + \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \]  

(18)

where \( \Delta > 0 \) is the user specified look-ahead distance and \( \alpha_y \) is a virtual control input, which can be designed to obtain integral action. The virtual control input is not a physical control input but only a design variable used to shape the closed-loop dynamics of the system and to add integral action for compensation of drift forces.

The heading angle tracking error is denoted as:

\[ \bar{\psi} = \psi - \psi_d \]  

(19)

Substituting (18) into (15) gives:

\[ \dot{y}_e = U_r \sin \left( \bar{\psi} + \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \right) + U_c \sin(\beta_c - \gamma_p) \]  

(20)

The kinematic property: \( \sin(a + b) = \sin(a) \cos(b) + \cos(a) \sin(b) \), gives:

\[
\dot{y}_e = \frac{U_r \sin(\bar{\psi}) \cos \left( \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \right) + U_r \cos(\bar{\psi}) \sin \left( \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \right)}{\sqrt{\Delta^2 + (\alpha_y + y_e)^2}} + U_c \sin(\beta_c - \gamma_p)
\]

(21)

which reduces to

\[
\dot{y}_e = \frac{U_r \sin(\bar{\psi}) \cos \left( \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \right)}{\sqrt{\Delta^2 + (\alpha_y + y_e)^2}} + U_c \sin(\beta_c - \gamma_p)
\]

(22)

This can be rewritten as

\[
\dot{y}_e = -\frac{U_r (\alpha_y + y_e)}{\sqrt{\Delta^2 + (\alpha_y + y_e)^2}} + U_c \sin(\beta_c - \gamma_p) + U_r \phi(y_e, \bar{\psi}) \bar{\psi}
\]

(23)

where

\[
\phi(y_e, \bar{\psi}) := \frac{\sin(\bar{\psi})}{\psi} \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) + \frac{1}{\psi} \cos(\bar{\psi}) \sin \left( \tan^{-1} \left( -\frac{1}{\Delta} (y_e + \alpha_y) \right) \right) \]

(24)

Property 1 (Boundedness of \( \phi(y_e, \bar{\psi}) \))

Assume that \( |\alpha_y| \leq \alpha_{max} \) and \( 0 < \Delta_{min} \leq \Delta \leq \Delta_{max} \). Hence, the function \( |\phi(y_e, \bar{\psi})| \leq c \) for all \( y_e \) and \( \bar{\psi} \) since \( |\sin(x)/x| \leq 1, |(\cos(x) - 1)/x| < 0.73 \) for all \( x \) and

\[
\left| \frac{\Delta}{\sqrt{\Delta^2 + (\alpha_y + y_e)^2}} \right| \leq 1, \quad \left| \frac{\alpha_y + y_e}{\sqrt{\Delta^2 + (\alpha_y + y_e)^2}} \right| \leq 1
\]

(25)

Moreover, \( c = 1.73 \) will be an upper bound for \( |\phi(y_e, \bar{\psi})| \).

3. HEADING AUTOPILOT DESIGN

The yaw dynamics of a marine craft is usually modeled by using the Nomoto model (Fossen [11])

\[
\dot{\psi} = r
\]

(26)

\[
T \ddot{r} + r = K \delta + b_0
\]

(27)
where $T$ and $K$ are the Nomoto time and gain constants, respectively and $|b_0| \leq b_{\text{max}}$ is a bias term due to environmental disturbances and unmodeled dynamics. For simplicity a single rudder is used to steer the vehicle. The rudder angle is denoted $\delta$. The Nomoto model can easily be modified to include other actuators. Define a sliding surface:

$$s_0 := \psi + \lambda \int_{0}^{t} \dot{\psi}(\tau) d\tau$$

(28)

where $\lambda > 0$ is a design constant. Hence,

$$s = \dot{s}_0 + \lambda s_0 = \dot{\psi} + 2\lambda \dot{\psi} + \lambda^2 \int_{0}^{t} \dot{\psi}(\tau) d\tau$$

(29)

represents a sliding surface. The error dynamics can be expressed in state-space form as:

$$\begin{bmatrix} \dot{\psi} \\ \dot{s}_0 \end{bmatrix} = \begin{bmatrix} -\lambda & -\lambda \\ 0 & -\lambda \end{bmatrix} \begin{bmatrix} \psi \\ s_0 \end{bmatrix} + \begin{bmatrix} 1 \\ 1 \end{bmatrix} s$$

(30)

It is convenient to define the signal $r_r := r - s$ and the heading controller as:

$$\delta = \frac{1}{K_r} (T \dot{r}_r + r_r - K_d s - \eta \text{sgn}(s))$$

(31)

where $\text{sgn}(s)$ is the signum function and $K_d > 0$ is the autopilot feedback gain, which is used to add damping and speed up the convergence of the tracking error $s$ to zero. The gain requirement for $\eta$ is determined by Lyapunov stability analysis. Since,

$$Ts + (1 + K_d)s + \eta \text{sgn}(s) = b_0$$

(32)

we propose the Lyapunov function candidate:

$$V_1 = x^T P x + \frac{1}{2} T s^2$$

(33)

where $x = [\dot{\psi}, s_0]^T$ and $P = P^T > 0$ is given by

$$PA + A^T P = -q I_2$$

(34)

for an user specified $q > 0$. Time differentiation of $V_1$ and substitution of (30) and (32) into the expression for $\dot{V}_1$ under the assumption that $\eta \geq b_{\text{max}}$ gives

$$\dot{V}_1 = -q x^T x + 2 x^T P b s - (1 + K_d)s^2 + b_0 s - \eta |s|$$

$$\leq -q \|x\|^2 + 2 \|P\| \|x\| |s| - (1 + K_d)s^2$$

(35)

Let $\lambda_{\text{max}}(P)$ denote the maximum eigenvalue of $P$. Hence, the matrix

$$\begin{bmatrix} q & -\lambda_{\text{max}}(P) \\ -\lambda_{\text{max}}(P) & 1 + K_d \end{bmatrix} > 0$$

(36)

for $K_d > \lambda_{\text{max}}(P)^2/q - 1 > 0$. This particular choice for $K_d$ implies that $\dot{V}_1 < 0$ and consequently the equilibrium point $[\dot{\psi}, s_0, s]^T = 0$ is globally exponentially stable (GES) according to Theorem 4.10 in Khalil [17].

Discussion: The Lyapunov stability analysis gives gain requirements for $K_d$ and $\eta$. It is well known that the gain requirements are very conservative. Hence, in practice it is common to treat $K_d$ and $\eta$ as tunable parameters and just use the Lyapunov function as a tool to choose the structure of the control law (31) such that the origin of the closed-loop system is rendered exponentially stable. Hence, the bounds on the tunable gains have to be viewed as theoretical conservative numbers not needed for practical implementation. Nevertheless, it is easy to satisfy the gain requirements for $K_d$ and $\eta$ for a marine craft described by the Nomoto model.
4. STRAIGHT-LINE PATH FOLLOWING

The heading autopilot of Section 3 can be used in cascade with an adaptive LOS guidance law for path following. Consider a straight-line path for which \( \gamma_p = \text{constant} \) and define the lateral velocity:

\[
\theta_y := U_c \sin(\beta_c - \gamma_p) = \text{constant}
\]

(37)
as the unknown parameter to be estimated. Consequently, the cross-track error (23) forms a cascade with the heading autopilot system in Section 3:

\[
\Sigma_1 : \quad \dot{y}_c = - \frac{U_r(y_c + \alpha_y)}{\sqrt{\Delta^2 + (y_c + \alpha_y)^2}} + U_r \phi(y_c, \tilde{\psi}) \tilde{\psi} + \theta_y
\]

(38)

\[
\Sigma_2 : \quad \dot{\psi} = f_2(t, \tilde{\psi})
\]

(39)

where \( f_2(t, \tilde{\psi}) \) defines the yaw angle error dynamics corresponding to (30) and (32). The stability properties of the nonlinear system (38)--(39) are given by Lemma 1:

Lemma 1 (Unforced cascaded system \( (\theta_y = 0) \))

Assume that \( \psi_d \) is computed using (18) and that (31) is used for heading control. Furthermore assume that \( U > U_c \) and that \( 0 < \Delta_{\min} \leq \Delta \leq \Delta_{\max} \). Then the equilibrium point \( (y_c, \tilde{\psi}) = (0, 0) \) of the unforced system (38)--(39), that is \( \dot{\theta}_y = 0 \), with a bounded virtual control signal \( \alpha_y \) is globally \( \kappa \)--exponentially stable.

Proof

From Section 3 we have that the equilibrium point \( \tilde{\psi} = 0 \) of the heading autopilot system \( \Sigma_2 \) given by (39) is GES. The equilibrium point \( y_c = 0 \) of the nominal system (\( \Sigma_1 \)-system with \( \psi = 0 \)):

\[
\dot{y}_c = - \frac{U_r(y_c + \alpha_y)}{\sqrt{\Delta^2 + (y_c + \alpha_y)^2}}
\]

(40)
is UGAS and ULES or global \( \kappa \)--exponential stable as defined by Sørdalen and Egeland [25]. This follows from \( V_2 = (1/2)y_c^2 \), which after time differentiation along the trajectories of \( y_c \) gives:

\[
\dot{V}_2 = - \frac{U_r}{\sqrt{\Delta^2 + (y_c + \alpha_y)^2}} y_c^2 \leq 0
\]

(41)

Since \( U > U_c \), the relative velocity \( U_r > 0 \). Finally, the linear growth rate condition \( |\phi(y_c, \tilde{\psi})| \leq c \) (see Property 1) implies that all conditions of Lemma 8 in Panteley et al. [21] are satisfied and the cascade \( \Sigma_1-\Sigma_2 \) is globally \( \kappa \)--exponentially stable.

4.1. Indirect adaptive control

In this section we propose an adaptive disturbance observer, which can estimate the unknown parameter \( \theta_y \) in (38) due to ocean currents. The observer can be combined with a virtual control input \( \alpha_y \) to obtain asymptotic tracking, see Figure 2.

Theorem 1 (Adaptive disturbance observer)

Assume that \( \psi_d \) is computed using (18) and that (31) is used for heading control. Furthermore assume that \( \alpha_y \) is bounded and that \( U > U_c \). Then the adaptive observer:

\[
\dot{\hat{y}}_c = - \frac{U_r(\hat{y}_c + \alpha_y)}{\sqrt{\Delta^2 + (\hat{y}_c + \alpha_y)^2}} + \hat{\theta}_y + K_1(y_c - \hat{y}_c)
\]

(42)

\[
\dot{\hat{\theta}}_y = K_2(y_c - \hat{y}_c)
\]

(43)

with \( 0 < \Delta_{\min} \leq \Delta \leq \Delta_{\max} \), and adaptation gains \( K_1 > 0 \) and \( K_2 > 0 \) renders the equilibrium point \( (\tilde{\psi}, \hat{\psi}_c, \hat{\theta}_y) = (\psi - \psi_d, y_c - \hat{y}_c, \theta_y - \hat{\theta}_y) = (0, 0, 0) \) globally \( \kappa \)--exponentially stable.
Proof
The observer error dynamics for the systems (38)–(39) and (42)–(43) is a cascaded system:

$$\Sigma_1^*: \begin{cases} \dot{\hat{y}}_e &= -\frac{U_r}{\sqrt{\Delta^2 + (y_e + \alpha y)^2}} \hat{y}_e + \hat{\theta}_y - K_1 \hat{y}_e + U_r \phi(y_e, \hat{\psi}) \hat{\psi} \\ \dot{\hat{\theta}}_y &= -K_2 \hat{y}_e \end{cases}$$

$$\Sigma_2: \dot{\hat{\psi}} = f_2(t, \hat{\psi})$$

where $\hat{\theta}_y = -\hat{\theta}_y$. The heading autopilot of Section 3 renders the equilibrium point $\hat{\psi} = 0$ of the subsystem $\Sigma_2$ GES. For the first subsystem $\Sigma_1^*$ we consider the nominal system:

$$\dot{\hat{y}}_e = -\frac{U_r}{\sqrt{\Delta^2 + (y_e + \alpha y)^2}} \hat{y}_e + \hat{\theta}_y - K_1 \hat{y}_e$$

$$\dot{\hat{\theta}}_y = -K_2 \hat{y}_e$$

In order to proof stability of (46)–(47) let $V_3 = (1/2)\hat{y}_e^2 + 1/(2K_2)\dot{\hat{\theta}}_y^2$ be a Lyapunov function candidate. Consequently,

$$\dot{V}_3 = -\frac{U_r \hat{y}_e^2}{\sqrt{\Delta^2 + (y_e + \alpha y)^2}} - K_1 \hat{y}_e^2 + \dot{\hat{\theta}}_y \left( \hat{y}_e + \frac{1}{K_2} \dot{\hat{\theta}}_y \right)$$

$$\leq 0$$

Since $U_r > 0$ the signals $\hat{\theta}_y$ and $\hat{y}_e$ are bounded. In addition, the equilibrium point $(\hat{y}_e, \hat{\theta}_y) = (0, 0)$ of (46)–(47) is UGAS/ULES (global $\kappa$–exponential stable). This is seen by writing the error dynamics (46)–(47) in the following form:

$$\dot{x}_1 = f(t, x_1) + g(t, x) x_2$$

$$\dot{x}_2 = -K_2 g(t, x) x_1$$

where $x_1 = \hat{y}_e$, $x_2 = \dot{\hat{\theta}}_y$, $x = [x_1, x_2]^T$ and

$$f(t, x_1) = -\left( \frac{U_r}{\sqrt{\Delta^2 + (y_e + \alpha y)^2}} + K_1 \right) x_1$$

$$g(t, x) = 1$$
Since \( g^2(t,x) = 1 > 0 \), the persitency of excitation condition is satisfied and consequently all conditions of Theorem 1 in Fossen et al. [15] (alternatively Panteley et al. [22]) are satisfied. Then we have proven that the nominal system (46)–(47) corresponding to conditions of Theorem 1 in Fossen et al. [15] (alternatively Panteley et al. [22]) are satisfied. Then a projection algorithm. Let \( M \) be a known constant such that \( |θ_y| ≤ M_θ < U_r \). Hence, the parameter adaptation law (43) can be modified according to:

\[
θ_y = ∆ \frac{\hat{θ}_y/U_r}{\sqrt{1 - (\hat{θ}_y/U_r)^2}}
\]  

(53)

\[\text{Remark 1}\]

The signal \( |\hat{θ}_y/U_r| < 1 \) should be saturated in a practical implementation for instance by using a projection algorithm. Let \( M_θ > 0 \) be a known constant such that \( |θ_y| ≤ M_θ < U_r \). Hence, the parameter adaptation law (43) can be modified according to: †

\[
\hat{θ}_y = \text{Proj}(θ_y, K\hat{y} (ye - y_e))
\]  

(54)

where \( |\hat{θ}_y(0)| ≤ M_θ \). Hence, the estimate \( |\hat{θ}_y| < U_r \). The projection algorithm does not satisfy the UGAS property of Theorem 1 but global convergence can be proven by applying Barbčiá’s lemma (Lemma 8.2 in Khalil [17]).

4.2. Direct adaptive control

A direct adaptive controller can be designed such that the virtual control input \( α_y \) cancels the unknown ocean current \( θ_y \) in (38). According to Lemma 1 the cross-track error \( ye \) goes to zero exponentially for the unforced system \( Σ_1 \). The velocity parameter \( θ_y \) in (38) can be cancelled by choosing \( α_y \) such that:

\[
\frac{α_y}{\sqrt{Δ^2 + (ye + α_y)^2}} = \frac{\hat{θ}_y}{U_r}
\]  

(55)

Solving for \( α_y \) gives one feasible solution (the negative root) given by:

\[
α_y = \frac{ye(\hat{θ}_y/U_r)^2 - (\hat{θ}_y/U_r)\sqrt{Δ^2 \left(1 - (\hat{θ}_y/U_r)^2\right)} + y_e^2}{1 - (\hat{θ}_y/U_r)^2}
\]  

(56)

Hence, the requirement \( |\hat{θ}_y/U_r| < 1 \) must be enforced to ensure that \( α_y \) is bounded when estimating \( θ_y \). Consider (38) in the form:

\[
y_e = -\frac{U_r ye}{\sqrt{Δ^2 + (ye + α_y)^2}} - \frac{U_r α_y}{\sqrt{Δ^2 + (ye + α_y)^2}} + (\hat{θ}_y + \hat{θ}_y) + U_r ϕ(y_e, ψ)ψ
\]  

(57)

where \( \hat{θ}_y = θ_y - \hat{θ}_y \). If we choose \( α_y \) as (56), the cross-track error (57) becomes:

\[
y_e = -\frac{U_r ye}{\sqrt{Δ^2 + (ye + α_y)^2}} + \hat{θ}_y + U_r ϕ(y_e, ψ)ψ
\]  

(58)

†Projet(·) denotes a parameter projection (Krstic et al. [18], App. E), which ensures that \( |θ_y| \) remains smaller than some design constant \( M_θ > M_θ \). The details of the parameter projection are given in Appendix A.
**Theorem 2** (Adaptive integral LOS guidance law)

Assume that $\psi_d$ is computed using (18) and (56), and that (31) is used for heading control. Furthermore, assume that $\gamma > 0$, $0 < \Delta_{\min} \leq \Delta \leq \Delta_{\max}$, $U_r > 0$ and that the ocean current is constant and there exists a known constant $M_\theta > 0$ such that $|\theta_y| \leq M_\theta < U_r$. Hence, the parameter adaptation law:

$$\dot{\hat{\theta}_y} = \text{Proj} (\hat{\theta}_y, -\gamma y_e)$$

(59)

where $|\hat{\theta}(0)| \leq M_\theta$ ensures that $y_e \to 0$, $\tilde{\psi} \to 0$ and that $\hat{\theta}_y$ is bounded.

**Proof**

Eq. (58) is forced by $\hat{\theta}_y$. From Lemma 1 it follows that the equilibrium point $(y_e, \tilde{\psi}) = (0, 0)$ of the unforced system, that is the nominal system:

$$\dot{y}_e = - \frac{U_r}{\sqrt{\Delta^2 + (y_e + \alpha y_e)^2}} y_e + U_r \phi(y_e, \tilde{\psi})$$

(60)

$$\dot{\tilde{\psi}} = f_2(t, \tilde{\psi})$$

(61)

is globally $\kappa$-exponentially stable. Next, the forcing term is included in the analysis by writing (58) and (59) as a cascade. Let $z = [z_1, z_2]^T = [y_e, \tilde{\psi}]^T$. Hence, (58)--(59) can be written:

$$\Sigma_{1p}: \dot{z} = F(t, z) + G \hat{\theta}_y$$

(62)

$$\Sigma_{2p}: \dot{\hat{\theta}_y} = - \text{Proj} (\hat{\theta}_y, -\gamma y_e)$$

(63)

where

$$F(t, z) := \begin{bmatrix} - \frac{U_r}{\sqrt{\Delta^2 + (z_1 + \alpha y_e)^2}} z_1 + U_r \phi(z) z_2 \\ f_2(t, z_2) \end{bmatrix}, \quad G := \begin{bmatrix} 1 \\ 0 \end{bmatrix}$$

(64)

In order to proof stability of (62)--(63) let $V_4 = (1/2)z^T z + 1/(2\gamma) \hat{\theta}_y^2$ with $\gamma > 0$ be a Lyapunov function candidate. Consequently,

$$\dot{V}_4 = z^T (F(t, z) + G \hat{\theta}_y) + \frac{1}{\gamma} \hat{\theta}_y \dot{\hat{\theta}_y}$$

(65)

Since $\dot{\hat{\theta}_y} = \hat{\theta}_y - \dot{\hat{\theta}_y} = - \text{Proj} (\hat{\theta}_y, -\gamma y_e)$ and Lemma 1 guarantees that $z^T F(t, z) \leq 0$ it follows that:

$$\dot{V}_4 = z^T F(t, z) + \hat{\theta}_y \left( - \frac{1}{\gamma} \text{Proj} (\hat{\theta}_y, -\gamma y_e) + y_e \right)$$

(66)

$$\leq 0$$

where we have exploited the fact that $-\hat{\theta}_y \text{Proj} (\hat{\theta}_y, \tau) \leq -\hat{\theta}_y \tau$ (see Appendix A). It can be shown that $\dot{V}_4$ is bounded and consequently global convergence of $y_e \to 0$ and $\tilde{\psi} \to 0$ as well as boundedness of the parameter estimation error $\hat{\theta}_y$ follows from Barbâlát’s lemma (Lemma 8.2 in Khalil [17]).
5. CURVED-PATH PATH FOLLOWING

For the curved-path case the path-tangential angle $\gamma_p$ will be time varying. The results of Theorem 2 can be extended to curved paths by using over-parametrization. Consider the cross-track error (15) in the following form:

$$\hat{y}_e = U_r \sin(\psi - \gamma_p + \beta_r) + U_c \sin(-\gamma_p) \cos(\beta_c) + U_c \cos(-\gamma_p) \sin(\beta_c)$$

$$:= U_r \sin(\psi - \gamma_p + \beta_r) + \sin(\gamma_p) \theta_1 + \cos(\gamma_p) \theta_2$$

where $\theta_1 := U_c \cos(\beta_c)$ and $\theta_2 := -U_c \sin(\beta_c)$ are two unknown constants. Choosing the desired yaw angle according to (18) gives:

$$\hat{y}_e = -\frac{U_r (y_c + \alpha_y)}{\sqrt{\Delta^2 + (y_c + \alpha_y)^2}} + \sin(\gamma_p) \theta_1 + \cos(\gamma_p) \theta_2 + U_r \gamma_p \hat{\psi}$$

The virtual control input $\alpha_y$ canceling the drift term is chosen as:

$$\frac{\alpha_y}{\sqrt{\Delta^2 + (y_c + \alpha_y)^2}} = \frac{\sin(\gamma_p) \hat{\theta}_1 + \cos(\gamma_p) \hat{\theta}_2}{U_r} := \theta_n$$

where $\hat{\theta}_1$ and $\hat{\theta}_2$ are the parameter estimates, and $\alpha_y$ is computed using a similar approach as (56). Moreover,

$$\alpha_y = y_c \theta_n^2 - \theta_n \sqrt{\Delta^2(1 - \theta_n^2) + y_c^2}$$

The parameter update laws are:

$$\hat{\theta}_1 = \text{Proj}(\hat{\theta}_1, -\gamma \sin(\gamma_p) y_e)$$

$$\hat{\theta}_2 = \text{Proj}(\hat{\theta}_2, -\gamma \cos(\gamma_p) y_e)$$

where $|\hat{\theta}_1(0)| \leq M_\theta$ and $|\hat{\theta}_2(0)| \leq M_\theta$ ensure that $|\theta_1|$ and $|\theta_2|$ remain smaller than some design constant $M_\theta > M_\theta$. The constraint $|\theta_n| < 1$ are satisfied if $M_\theta$ is chosen such that $|\theta_n| \leq M_\theta < (1/2) U_r$ for $i = 1, 2$. Again Barbâlat’s lemma can be used to prove that $\hat{y}_e$ and $\hat{\psi}$ go to zero and the signals $\theta_1$ and $\theta_2$ are bounded by following a similar approach as Theorem 2.

6. AUV CASE STUDIES

All three methods developed in Sections 4.1, 4.2 and 5 are simulated under the same conditions in order to evaluate and compare their efficiency and robustness. We have used a small cylinder-shaped AUV (weight 100 kg), which is modeled as a linear mass-damper system in surge, sway and yaw. The goal is to follow a curved path resulting from interpolating with natural cubic splines between six waypoints wpt$_1$ = (10, 10), wpt$_2$ = (500, 500), wpt$_3$ = (900, 900), wpt$_4$ = (1000, 1600), wpt$_5$ = (800, 2250) and wpt$_6$ = (0, 3000) where the units are meters (see Figure 3).

The case study is set up as two phases:

- **Phase 1**: The vehicle starts at an initial position $(x_0, y_0) = (-40 \text{ m}, 60 \text{ m})$ and heading $\psi_0 = 0 \text{ deg}$ away from the curved path. During the first phase the vehicle moves under the influence of an unknown ocean current with constant magnitude and direction ($U_c = 2 \text{ m/s}$ and $\beta_c = 135 \text{ deg}$) in the NED frame. This phase is completed when the vehicle crosses wpt$_4$ as shown in Figure 3.

- **Phase 2**: As soon as the vehicle begins to move between wpt$_4$ and wpt$_5$, and until the end of the simulation, the ocean current becomes time-varying both in magnitude and direction. A stochastic variation within the ranges $1.5 \leq U_c \leq 2.5 \text{ m/s}$ and $125 \leq \beta_c \leq 145 \text{ deg}$ is simulated using a Gaussian model (see Figure 9). The large current speed is chosen for illustration only and smaller AUVs cannot produce thrust of this magnitude.
A $P$-controller was used to stabilize the forward relative speed at $u_r = 6 \text{ m/s}$, while the LOS lookahead distance was chosen as $\Delta = 40 \text{ m}$.

6.1. Case Study 1: Indirect Adaptive LOS

For the indirect adaptive observers, the observer gains were chosen as $K_1 = 10$ and $K_2 = 0.8$. It was assumed that the ocean current was unknown. The observer’s initial conditions were chosen as $(\hat{y}_c, \hat{\theta}_y) = (0, 0)$.

Fig. 4 shows that the indirect adaptive LOS eliminates the initial cross-track error of approximately 68 m and manages to keep the vessel on the curved path during both phases. In Fig. 5 the plots of the surge speed and heading angle (desired versus true) of the vehicle are given. The sway velocities as well as the sideslip angles (both relative and absolute) are plotted in Fig. 6. Since the current becomes stochastic after $\text{wp}_4$, the absolute sway and sideslip angle show a stochastic behavior as well. However, the relative sideslip angle $\beta_r$ and sway $v_r$ are smooth. The input $\alpha_y$ as well as the ratio $\hat{\theta}_y/U_r$ can be seen in Fig. 7. Finally, Figs. 8–9 depict the ocean current magnitude and direction throughout the whole simulation.
Figure 4. Indirect Adaptive LOS: The cross-track error $y_e$ converges to zero. Moreover, the observer is successful in estimating the current effect in the direction normal to the path, $\theta y$.

Figure 5. Indirect Adaptive LOS: surge speed and heading angle (desired versus true).
Figure 6. Indirect Adaptive LOS: sway velocities and sideslip angles (relative versus absolute).

Figure 7. Indirect Adaptive LOS: plots of the bounded virtual control signal $\alpha_y$ and the ratio $\hat{\theta}_y/U_r$. Notice that $|\hat{\theta}_y/U_r| < 1$. 
Figure 8. Indirect Adaptive LOS: plots of the current magnitude and direction.

Figure 9. Indirect Adaptive LOS: zoomed plots of the current magnitude and direction showing the stochastic behavior.
6.2. Case Study 2: Direct Adaptive LOS

The gain for the direct adaptive controller was chosen as $\gamma = 0.15$, while $M_\theta = 2$ and $M_{\hat{\theta}} = 2.01$. The performance of the controller is shown in Figs. 10–13.

Figure 10. Direct Adaptive LOS: The cross-track error converges to zero.

Figure 11. Direct Adaptive LOS: surge speed and heading angle (desired versus true).
Figure 12. Direct Adaptive LOS: sway velocities and sideslip angles (relative versus absolute).

Figure 13. Direct Adaptive LOS: plots of the bounded virtual control signal $\alpha_y$ and the ratio $\hat{\theta}_y/U_r$. Notice that $|\hat{\theta}_y/U_r| < 1$. 
6.3. Case Study 3: Direct Adaptive LOS with Overparametrization

Similarly to Case Study 2, the gain for the direct adaptive observer was chosen as $\gamma = 0.15$, while $M_{\theta_1} = M_{\theta_2} = 2$ and $M_{\hat{\theta}_1} = M_{\hat{\theta}_2} = 2.01$. The performance of the controller is shown in Figs. 14–17.

![Figure 14](image1.png) & ![Figure 15](image2.png)

Figure 14. Direct adaptive LOS with overparametrization: The cross-track error converges to zero.

Figure 15. Direct adaptive LOS: surge speed and heading angle (desired versus true).
Figure 16. Direct adaptive LOS with overparametrization: sway velocities and sideslip angles (relative versus absolute).

Figure 17. Direct Adaptive LOS with overparametrization: plots of the bounded virtual control signal $\alpha_y$ and the parameter $\theta_n$. Notice that $|\theta_n| < 1$. 
7. CONCLUSIONS

Two nonlinear adaptive path-following algorithms for estimation and compensation of ocean currents have been presented: 1) a globally $\kappa$-exponentially stable adaptive disturbance observer intended for an indirect adaptive control approach, and 2) a globally convergent direct adaptive control law.

The algorithms are based on a classical LOS guidance principle for marine craft and integral action is obtained by parameter adaptation. This resulted in a conceptual new integral LOS guidance law based, which effectively compensate for time-varying drift forces due to waves, wind and ocean currents. The structure of the adaptive integral LOS guidance law is different from the well established integral LOS controller of Børhaug et al. [7]. Both curved- and straight-line path following are considered. An AUV case study verifies the results.
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A. PARAMETER PROJECTION

The parameter projection $\text{Proj}(\hat{\theta}_y, \tau)$ used for ocean current estimation is defined as:

$$\text{Proj}(\hat{\theta}_y, \tau) := \left\{ \begin{array}{ll} \left(1 - c(\hat{\theta}_y)\right)\tau & \text{if } |\hat{\theta}_y| > M_\theta \text{ and } \hat{\theta}_y \tau > 0 \\ \tau & \text{otherwise} \end{array} \right. \quad (73)$$

where $c(\hat{\theta}_y) = \min\{1, (\hat{\theta}_y^2 - M_\theta^2)/(M_\theta^2 - M_\theta^2)\}$. This is a special case of the parameter projection from Appendix E of [18]. The following properties hold for the parameter projection: (i) $\text{Proj}(\hat{\theta}_y, \tau)$ is locally Lipschitz continuous, (ii) $-\hat{\theta}_y \text{Proj}(\hat{\theta}_y, \tau) \leq -\hat{\theta}_y \tau$.
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